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Abstract

We have monitored the transcriptome and the epigenome of hu-
man pre-B cells transdifferentiating into macrophages. Analysis of
these data provides a general framework to understand the rela-
tionship between gene expression and chromatin. We have ob-
served widespread uncoupling of gene expression and epigenetic
features during transdifferentiation, with several genes characterized
by unvaried chromatin state throughout the process, irrespective of
changes in gene expression. Nevertheless, we report a strong as-
sociation between transcription and chromatin marking of promoter
regions at the time of initial gene activation. We have also analyzed
the genomic location of distal regulatory elements in developmental
and adult samples, and found that tissue-specific enhancer signa-
tures in the human genome tend to accumulate within introns, while
those shared among tissues are more frequently intergenic. By fo-
cusing on intronic segments, we have additionally uncovered both
constraint and variation in the timing of splicing, with a subset of in-
trons that switch from co-transcriptional to post-transcriptional splic-
ing across distinct cell types.
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Resumen

Hemos monitorizado el transcriptoma y el epigenoma de células
pre-B durante su transdiferenciación en macrófagos. El análisis
de estos datos proporciona un marco general para comprender la
relación entre la expresión génica y la cromatina. Observamos un de-
sacoplamiento generalizado entre la expresión génica y las marcas
epigenéticas durante la transdiferenciación, con multitud de genes
caracterizados por un único estado de la cromatina, independiente-
mente de los cambios en su expresión. No obstante, encontramos
una fuerte asociación entre la transcripción y las marcas de la cro-
matina en los promotores durante la activación inicial de los genes.
También hemos estudiado la localización genómica de elementos
reguladores distales (enhancers), en muestras obtenidas tanto de
tejidos embrionarios como adultos, encontrando que los enhancers
específicos de tejido tienden a estar situados en los intrones, mien-
tras que aquellos compartidos entre tejidos son, a menudo, intergéni-
cos. Por último, centrándonos en el estudio de los intrones, hemos
identificado tanto conservación como variabilidad en la temporalidad
del splicing, con un subconjunto de intrones que cambian de splicing
co-transcripcional a post-transcripcional en distintos tipos celulares.
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Preface

In the post-genomic era, efforts are focused on characterizing all
functional elements of the genome, with the ultimate goal of under-
standing how this information translates into specific features and
functions of the cell. RNA biogenesis and processing play a funda-
mental role in the flow of information from DNA to proteins, and large
scale transcriptomic experiments are nowadays a common frame-
work to investigate general principles of gene expression regulation.
In this context, the level of expression of a gene represents a di-
rect measure of its transcriptional activity. Nevertheless, these mea-
surements do not inform as to the molecular processes preceding
and/or causing gene activation, nor about the mechanisms required
to cease transcription.

Chromatin is the complex of DNA and histone proteins found in the
nucleus of eukaryotic cells, and its impact on gene expression has
been subject to extensive research, accelerated in the last fifteen
years by the development of genome-wide sequencing technologies.
By means of these methods, it is possible to investigate which pre-
cise biochemical activities, besides transcription, occur at a genomic
locus at a specific time or under a given circumstance. Over the
years, these analyses have enabled deciphering molecular events
and epigenetic patterns associated with the activation and silencing
of genes, a brief description of which is provided in the introductory
section.

Although mostly correlative, these observations have led to the for-
mulation of the histone code hypothesis, according to which the com-
binatorial nature of histone marks at individual genomic loci dictates
certain biochemical outputs, and orchestrates transcriptional pro-
grams that are finely tuned in time and space. Importantly, the widely
accepted belief of a causal role of histone marks on gene expression
builds upon studies that are often conducted in steady-state condi-
tions, and therefore do not explore the interplay between expres-
sion and chromatin marks over time. To address this shortcoming,
we have monitored the transcriptome and the epigenome during the
transdifferentiation of human pre-B cells into macrophages, generat-
ing RNA-seq profiles and ChIP-seq maps of nine histone modifica-
tions over a period of seven days (Chapter 1). Analysis of these data
reveals that human genes display a limited number of combinations
of histone marks, which behave in a coordinated manner over time.
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We have observed widespread uncoupling of gene expression and
histone modifications during transdifferentiation, with several genes
characterized by unvaried chromatin state throughout the process,
irrespective of changes in gene expression. Notwithstanding, we re-
port positive association between transcription and chromatin modi-
fications at the time of initial gene activation, a stage that is actually
characterized by a precise order of events bringing about transcrip-
tion initiation and histone marks’ deposition.

While the focus of Chapter 1 is on the temporal relationship be-
tween transcription and chromatin marking at promoter regions, the
work described in Chapter 2 addresses the role of distal regulatory
elements in orchestrating general and tissue-specific gene expres-
sion patterns. By leveraging the ENCODE registry of candidate cis-
regulatory elements (cCREs), we have identified sets of common and
tissue-specific enhancer-like signatures in the human genome. We
report that distal regulatory activity shared among human tissues is
more frequently located in intergenic regions, while tissue-specific
enhancers are more abundant within introns. Remarkably, we have
observed that intronic regulatory elements are associated with genes
involved in tissue-specific functions and homeostasis. Furthermore,
the enrichment in tissue-specific intronic regulatory elements ap-
pears to correlate with the degree of specialization of the tissue. In
fact, more differentiated tissues present higher rates of intronic en-
hancers, while the lowest rate is observed in embryonic stem cells.

Although often assayed in whole cell fractions, transcriptomic pro-
files can significantly vary between the nucleus and the cytosol,
mainly as a consequence of RNA processing events. For this rea-
son, in Chapter 3 we evaluate differences in splicing completion be-
tween nuclear and cytosolic transcripts, considering such differences
as a proxy for the moment at which splicing of a given intron oc-
curs (i.e. co-transcriptionally or post-transcriptionally). We have per-
formed this exercise across a panel of 13 human cell lines, and un-
covered that the proportion of introns undergoing post-transcriptional
splicing dramatically varies across cellular conditions. Specifically,
we have identified groups of introns with constrained timing of splic-
ing (constitutively either co- or post-transcriptional) across cell lines,
but also a subset of introns that switch from co-transcriptional to
post-transcriptional splicing and more often belong to protein-coding
genes. We have analyzed patterns of chromatin features and RNA-
binding proteins, and found that specific components of the spliceo-
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some machinery are preferentially bound to introns retained for a
longer time within the transcript.
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INTRODUCTION

Back to the origins: what is epigenetics?

Chromatin identifies the complex of DNA, histone and non-histone
proteins that constitutes the chromosomes found in the nucleus of
eukaryotic cells. The word chromatin – which means "stainable ma-
terial" – was coined in 1882 by Walther Flemming, who discovered
chromosomes by studying the distribution of the genetic material dur-
ing cell division (Flemming Walther, 1882). In fact, because of the low
resolution of the microscopes of the time, researchers used to stain
fixed cells to enhance the contrast of their contents.

Although the genetic information encoded in the DNA sequence is
largely identical in every cell of an eukaryotic system, cells in dif-
ferent tissues and organs exhibit distinct gene expression patterns,
and ultimately perform distinct functions (Felsenfeld, 2014). Most im-
portantly, these features can be clonally inherited, suggesting that
chromatin changes other than those affecting the DNA sequence (i.e.
genetic variation) can shape cell memory and lead to heritable phe-
notypic traits.

The branch of biology that studies such changes is called epigenet-
ics. Its origins trace back to the early decades of the 20th century,
and its history is tightly linked with the study of evolution and de-
velopment. In 1904, Theodor Boveri’s work on sea urchins demon-
strated that a specific number of chromosomes is required for nor-
mal development (Boveri, 1904). Roughly in the same years, inde-
pendent work by Walter Sutton with lubber grasshoppers related, for
the first time, the segregation of chromosomes to Mendel’s laws of
heredity (Sutton, 1902, 1903). These discoveries set the basis of
the chromosome theory of inheritance, which postulates that chro-
mosomes are the carriers of genetic material, and thus of hereditary
information (Wilson, 1925). However, experimental evidence of this
theory did not come until 1911, when Thomas Hunt Morgan unequiv-
ocally demonstrated that genes are located on chromosomes (Mor-
gan, 1911). Although skeptical about both the Mendelian and the
chromosome theories of inheritance, Morgan reconsidered his posi-
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tions when he discovered that eye color in the fruit fly expresses a
sex-linked trait, and that the mechanistic bases of this association re-
side in a gene located on the X chromosome. This was followed by a
rapid expansion of genetic linkage studies, which culminated in 1913
with the development of the first gene map in Drosophila by Alfred
Sturtevant (Sturtevant, 1913).

The breakthrough by Morgan certainly inaugurated classical exper-
imental genetics, but also opened to further, more intriguing ques-
tions. The fundamental question – resumed years later by Conrad
Waddington (Waddington, 1953) – focused on how a single fertilized
egg could give rise to a mature organism formed by cells of hetero-
geneous phenotypes. Researchers began to wonder which specific
molecules within the chromosomes and which chemical reactions ac-
count for the transfer of genetic information from one cell to the other,
and thus ensure the correct execution of developmental programs. In
1930, Hermann Muller provided the first evidence that genes do not
function as independent portions of chromosomes, and that altering
their location within the genome, but not their composition, can lead
to heritable phenotypic changes. In fact, X ray-induced chromosome
rearrangements in the fruit fly could result in a mottled-eyes progeny
(Muller, 1930). The phenomenon, later on described as position-
effect variegation (PEV; reviewed in Elgin and Reuter, 2013), was
caused by the juxtaposition of the white gene with a heterochromatin
region (Hannah, 1951). Based on these results, it became evident
that several mechanisms other than alterations of individual genes
(point mutations) may impact the inheritance of genetic information.

The discovery of deoxyribonucleic acid (DNA) as the "transforming
principle" that accounts for inheritance of specific characteristics (Av-
ery et al., 1944) relighted the debate on developmental processes. At
the time, karyotype studies suggested that all somatic cells present
the same set of chromosomes, but it was unclear whether that cor-
responded to the genetic makeup of the zygote. Briggs and King
demonstrated in 1952 that transplantation of the nucleus of an early
embryonic cell into an enucleated egg of Rana pipiens enables the
egg to develop into a normal embryo (Briggs and King, 1952). How-
ever, the ultimate proof in this sense was provided in 1970 by Laskey
and Gurdon, who obtained tadpoles by transplanting nuclei of so-
matic cells into enucleated eggs of Xenopus (Laskey and Gurdon,
1970). This was the most persuasive evidence that the signals or-
chestrating developmental and differentiation programs do not af-
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fect the germline DNA sequence, but actually lay on top of it (epi-
genetics), mostly in the form of modifications to the bases and to
the proteins complexed with the DNA, as well as genome rearrange-
ments (Felsenfeld, 2014).

Epigenetic paradigms in development and repro-
gramming

Gene activation and silencing during development and differentiation
lay at the heart of epigenetic studies. There is evidence that a num-
ber of mechanisms, including chemical modifications of DNA bases
and histone proteins, incorporation of histone variants and changes
in chromatin accessibility and conformation, contribute to the estab-
lishment of specific gene expression patterns in the developing em-
bryo, and to their stable propagation through cell division (reviewed
in Cantone and Fisher, 2013). How these mechanisms concretely
contribute to cellular identity and lineage fidelity is still largely un-
known. Nevertheless, at least two global perturbations of the epi-
genetic landscape seem to be required for correct development in
mammals. The first wave occurs at fertilization, when gametes fuse
to generate the first cell of the embryo, the zygote. At this stage, inde-
pendent remodeling (mostly in the form of DNA demethylation and hi-
stone hyperacetylation) of the paternal and maternal genomes resets
the epigenetic landscape to a ground state characteristic of cellular
totipotency. This competence is progressively lost during cleavage
divisions. A second in vivo "reprogramming" occurs when primor-
dial germ cells (the gamete precursors) develop and migrate in the
embryo, and it primes an epigenetic status required to reestablish
totipotency in the next generation. This stage is characterized by a
switch in chromatin repressive marking, with loss of H3K9me2 and
increase of H3K27me3 (Hajkova et al., 2008, Seki et al., 2005).

Several studies have suggested that histone modifications and re-
modelers play a fundamental role both in early development and
throughout differentiation. For instance, altered levels of H3R26me2
in blastomeres are associated with impaired lineage fate decisions
(Torres-Padilla et al., 2007), and the lack of specific DNA and histone
methyltransferases affects embryonic stem cells (ESCs) differentia-
tion (Fisher and Fisher, 2011). Perhaps the most important feature
of early developing cells is their flexibility in lineage commitment, and
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Polycomb repressor complexes (PRCs), in particular the H3K27me3-
depositing PRC2, seem to be involved in maintaining a functional
"bivalency" of their epigenetic landscape (Azuara et al., 2006, Bern-
stein et al., 2006, Voigt et al., 2012). This means that several genes –
including key developmental regulators – are kept in a "poised" con-
dition, and can rapidly switch from a silent to a transcriptionally active
chromatin state.

Epigenetic phenomena are also at the basis of the reprogramming
of somatic cells towards pluripotency (also reviewed in Cantone and
Fisher, 2013). In these experimental models, the forced expression
of a set of key transcription factors (Oct4, Sox2, Klf4 and c-Myc,
or OSKM factors) alters the gene expression program of the differ-
entiated cell. The mechanisms by which these transcription factors
(TFs) reactivate the pluripotent status of the cell remain largely unex-
plained. Nonetheless, because of the low rate of successful cell re-
programming observed so far, stochastic epigenetic events are likely
to play an important yet undisclosed role in this process (Buganim
et al., 2012, Hanna et al., 2009). In line with this, a number of studies
have shown that cellular plasticity and reprogramming success can
be improved by perturbing the epigenetic landscape of the somatic
cell, for instance by increasing the levels of histone modifications typ-
ically associated with active gene expression, such as H3K9ac and
H3K4me3 (Mali et al., 2010, Mikkelsen et al., 2008, Sridharan et al.,
2009). On the other hand, the forced deposition of the repressive
mark H3K9me3 by SUV39H1 (but not SUV39H2) impairs reprogram-
ming (Burton et al., 2020).

Epigenetic modes of transcriptional regulation

One of the critical questions in epigenetics is how genes are switched
on and off appropriately in time and space. Below, we explore
how distinct epigenetic mechanisms are related to different aspects
of gene expression regulation. We acknowledge that some long-
standing questions in the field remain the contribution of transcrip-
tion factors’ binding and histone post-translational modifications to
transcriptional programs, as well as which features permit identifying
different types of regulatory genomic elements, such as promoters
and enhancers.
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Nucleosome positioning and the accessible genome

The DNA inside the nucleus of an eukaryotic cell is wrapped around
proteins called histones. The basic structural units of this packag-
ing – the nucleosomes – have a non-uniform distribution across the
genome, and portions of DNA that lie free of histones are more prone
to physically interact with nuclear macromolecules (Klemm et al.,
2019). These interactions play a key role in the expression of genes.
As a consequence, active genes and enhancers (small segments
of DNA that recruit TFs and regulate gene expression at distal loci)
tend to reside in a more relaxed context of open chromatin, originally
referred to as euchromatin. On the other hand, compact, heterochro-
matic regions typically host transcriptionally silent genes, or perform
more structural functions, such as centromeres and telomeres (Xhe-
malce B et al., 2011).

The degree of accessibility of the DNA sequence to trans factors de-
pends on both the density of the associated histone proteins (nucle-
osome occupancy) and their fractional residence time (nucleosome
turnover). While contributing to a gradient of chromatin accessibility
that varies across different regulatory elements, these two features
are not always inversely correlated. For instance, nucleosome oc-
cupancy is usually low at both structural insulators and actively tran-
scribed Transcription Start Sites (TSSs), but the former display low
nucleosome turnover rates while the latter are associated with un-
stable nucleosomes. Similarly, active and inactive enhancers have
comparable nucleosome occupancy rates but different nucleosome
turnover (Klemm et al., 2019).

The accessible genome corresponds to a small fraction of the total
DNA sequence (2-3%) (Klemm et al., 2019), and can change in re-
sponse to external stimuli and developmental cues. As a matter of
fact, profiles of single-cell genome accessibility can recapitulate cell
type-specificity (Cusanovich et al., 2018, Ma et al., 2020). Therefore,
the landscape of chromatin accessibility of a given cell ultimately re-
flects its capacity to read and execute specific portions of the genetic
information, and this regulatory potential contributes in turn to the
establishment and maintenance of cellular identity.

Moreover, the fraction of accessible DNA sequence remarkably co-
incides with more than 90% of the regions bound by TFs (Thurman
et al., 2012). In fact, TFs perform a central function in chromatin ac-
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cessibility, especially by directing nucleosome remodeling to specific
loci (pioneer TFs), since other components of the remodelling ma-
chinery do not typically present DNA sequence specificity (Klemm
et al., 2019). The internucleosomal DNA is also bound by RNA
Polymerases, chromatin modifiers and architectural proteins such as
insulators. Collectively, these elements compete with histones and
other chromatin-binding proteins to regulate nucleosome positioning
and modulate access to the DNA sequence.

Context-specific binding of transcription factors to regula-
tory elements

TFs’ binding to the genome is a key step in gene expression regu-
lation. For instance, the broadly conserved transcriptional programs
of vertebrate tissues are known to be governed by analogously con-
served sets of tissue-specific TFs, which contribute to the establish-
ment of characteristic functions throughout development and to en-
sure tissue homeostasis in adulthood (Villar et al., 2014). Neverthe-
less, recent studies have highlighted a number of features, including
pervasive transcription, stochastic gene expression and widespread
binding of TFs, which uncover a rather "leaky" nature of transcrip-
tional regulation, in contrast to the tightly regulated essence of de-
velopmental programs (Spitz and Furlong, 2012). The reason behind
this likely resides in the integrated yet intricate nature of events re-
quired for the expression of a given gene, which should be studied as
a whole and not as individual phenomena (Spitz and Furlong, 2012).

A number of features take part in these events. Besides promoter
regions, several other promoter-proximal and distal cis-regulatory el-
ements contribute to transcriptional regulation in a coordinated man-
ner. In this context, the role of enhancers and their associated TFs
in controlling the expression of target genes is paramount yet poorly
understood. What most likely hinders the reconstruction of gene reg-
ulatory networks is the combinatorial nature of TFs’ binding to en-
hancers, which highly varies in space and time. Enhancers typically
contain clusters of distinct TF binding sites, and combinatorial bind-
ing of multiple TFs at the same region has been linked to precise tran-
scriptional patterns in overlapping spatial domains of the developing
embryo (Halfon et al., 2000, Lettice et al., 2012, Sandmann et al.,
2007, Small et al., 1992, Yuh et al., 1994). Moreover, increasing
evidence suggests that this binding is highly context-dependent. In
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fact, the same TF can occupy different sets of enhancers in different
times or conditions (Jakobsen et al., 2007, Sandmann et al., 2007,
2006), promoting recruitment of additional TFs (Mullen et al., 2011,
Trompouki et al., 2011, Zeitlinger et al., 2003). Furthermore, a gene
can be controlled by multiple enhancers (Osterwalder et al., 2018),
as well as the same enhancer can target multiple genes (Gasperini
et al., 2019), all in a context-dependent manner.

Another level of complexity is given by the fact that enhancers are not
genomic regions that are simply turned on or off. For instance, the
activity status of an enhancer can change during development, based
on the TFs that are bound to it and the chromatin remodelling they
promote, as described for the macrophage-specific c-fms locus, pro-
gressively silenced during B-lymphopoiesis (Krysinska et al., 2007,
Tagoh et al., 2004). As anticipated, pioneer TFs can recognize DNA
motifs, likely within nucleosomal DNA or at the exit of the nucleo-
some, that are inaccessible to other factors, and promote histone dis-
placement by recruiting chromatin remodelers. Moreover, although
not sufficient to form an activating complex, the binding of a pioneer
TF to an enhancer can have a priming function, by triggering a cas-
cade of events necessary for subsequent recruitment of additional
TFs, which are sometimes required at later stages in development
(Spitz and Furlong, 2012). Therefore, the function of pioneer TFs,
like their binding, is highly context-dependent: while in some cases
they have a more transient role limited to early nucleosome remodel-
ing and histone modification (Hoogenkamp et al., 2009, Liber et al.,
2010, Xu et al., 2009), in some other cases they exert multi-lineage
priming of enhancers (Mercer et al., 2011). Because of this dual func-
tion, several pioneer TFs – such as MYOD1 (de la Serna et al., 2005),
FOXA1 (Lupien et al., 2008), PU.1 (Ghisletti et al., 2010), PAX5 (Mc-
Manus et al., 2011), and C/EBPβ (Siersbæk et al., 2011) – act at the
top of gene regulatory networks. It has also been suggested that TF
binding may prevent, within enhancer regions, methylation of cyto-
sine (Xu et al., 2007), an epigenetic feature typically associated with
genome silencing in mammals (for more details see section "DNA
methylation and the silent genome").
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The manifold roles of histone post-translational modifica-
tions

Although the establishment and maintenance of distinct cellular char-
acteristics is tightly linked with the expression and binding of specific
TFs, other chromatin features are also associated with cellular iden-
tity. One example is represented by ESCs, whose pluripotent ca-
pacity is associated with the action of the core OSKM factors, but
which are also characterized by more condensed chromatin com-
pared to differentiated cell types (Park et al., 2004). Among other
mechanisms, post-translational modifications (PTMs) of histones –
including phosphorylation, acetylation, methylation and ubiquitylation
– affect the compaction of chromatin, promoting a more or less tight
interaction of the DNA sequence with histone proteins. Moreover,
these chemical tags can function as binding sites for other proteins,
and have been implicated in the regulation of transcription initiation
and elongation (see below). These modifications are typically re-
versible, and several enzymes are involved in their deposition and
removal, including histone acetyltransferases (HATs) and deacety-
lases (HDACs), lysine methyltransferases (KMTs) and demethylases
(KDMs), as well as ubiquitylation enzymes (E1-3) and deubiquity-
lases (DUBs). These enzymes typically form multisubunit complexes,
which chemically modify specific residues either within the globular
domains of core histones or in their amino-terminal tails.

Multiple functions have been attributed to histone modifications, from
a synergistic interplay with TFs to transcriptional regulation and cell
memory (Chen and Dent, 2014). As described above, the binding
of pioneer TFs to closed chromatin can initiate nucleosome remod-
eling and trigger activation of regulatory regions. In some cases,
the presence of an epigenetic pre-patterning, represented by certain
combinations of histone modifications, seems to either positively or
negatively correlate with pioneer factor binding. Different types of
epigenetic pre-patterning have been observed in distinct processes,
including differentiation and disease. For instance, in breast can-
cer cells FOXA1 binds to open, DNA-unmethylated regions which
are enriched in H3K4me1 and H3K4me2 (Zaret and Carroll, 2011),
while failure to reprogramming of human somatic cells is associated
with an enrichment of H3K9me3 which impedes binding of the OSKM
factors (Soufi et al., 2012). These and similar observations are sug-
gestive of a synergistic interplay between TFs and histone modifica-
tions. Actually, some histone modifications have been reported as
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predictive of TFs binding sites (Gerstein et al., 2010). In line with
this, several histone-modifying enzymes belong to co-regulator com-
plexes, which cooperate with TFs towards transcriptional regulation
(Chen and Dent, 2014). As an example, during neural differentiation
the TF SMAD3 recruits at distal regulatory loci the chromatin modi-
fiers JMJD3 and CHD8, which contribute to full enhancer activation
(Fueyo et al., 2018).

The fact that the disruption of the histone modification machinery
leads to altered phenotypes and disease (Bungard et al., 2010, Cao
and Zhang, 2004, Smith et al., 2011) has prompted the need to un-
derstand how these epigenetic marks contribute to eukaryotic gene
regulation and chromosome packaging. In trying to make sense of
this complexity and relate it to gene regulation, the notion of a his-
tone code (Strahl and Allis, 2000) has become a popular paradigm
in the last two decades. According to this hypothesis, specific com-
binations of histone marks over the genome dictate precise down-
stream molecular events, such as transcription initiation and elonga-
tion, splicing or silencing. Similarly, these combinations would allow
the identification of gene-proximal and -distal regulatory elements at
a genome-wide scale. Remarkably, the definition of "code" implies
a key for a direct conversion between certain inputs (combinations
of histone marks) and outputs (transcriptional events) (Henikoff and
Shilatifard, 2011). Nevertheless, accumulating evidence points to
the lack of an overarching conversion factor, whereby certain his-
tone marks or combinations of them are systematically linked to a
particular molecular phenotype. Instead, what has emerged in re-
cent times is a picture of correlative patterns between certain histone
marks and transcriptional outcomes, which do not necessarily trans-
late into a relationship of causality. Further details on the relationship
between gene expression and some well-studied histone modifica-
tions is provided in the section "The complex interplay between gene
expression and histone modifications".

Although transcriptomic measurements are often taken as the main
determinant of cell type, the identity of a cell is intimately linked
to its epigenetic landscape, as predicted by early epigenetic stud-
ies. For instance, cellular reprogramming is a slow and difficult pro-
cess to achieve, and large domains of H3K9me3 (a modification
typically associated with heterochromatin) observed in differentiated
cells are considered major barriers for their reprogramming into in-
duced pluripotent stem cells (iPSCs) (Papp and Plath, 2013). This is
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suggestive that histone modifications may play a role in the memory
that the cell preserves of its lineage commitment. In further support
of this, genome-wide patterns of histone modifications are largely
maintained across cell divisions, and this underscores the fact that
they are stably inherited despite the disruption of chromatin caused
by DNA replication. Some mechanistic studies have shed light on
this process. Upon eviction from DNA, (old) parental histones are
kept in close proximity (Gruss1 et al., 1993, Madamba et al., 2017),
and shortly after the fork passage, they appear to be re-deposited
together with newly synthesized unmarked histones in a 1:1 ratio (Al-
abert et al., 2015, Alabert and Groth, 2012, Almouzni and Cedar,
2016, Annunziato, 2015). Recently, it has been proposed that the
recycled histones preserve the parental histone modifications, and
induce feedforward stimulation of modification on the adjacent, newly
incorporated histones (Reverón-Gómez et al., 2018). Nevertheless,
the mechanisms behind inheritance of histone modifications remain
largely unexplored, and their study may disclose important principles
in the establishment and maintenance of cellular identity.

DNA methylation and the silent genome

Although less common than histone modifications, methylation of cy-
tosine DNA bases is an epigenetic feature typically associated with
transcriptional silencing. The vast majority of the DNA sequence in
mammals is non-coding, yet it comprises several regions with latent
transcriptional potential, such as pericentromeric repeats and para-
sitic transposable elements. DNA hypermethylation at these regions,
together with H3K9me3 deposition, has been linked to their consti-
tutively silent transcriptional status, which is required for the stabil-
ity and maintenance of the genome (in the case of transposons) as
well as for proper chromosome alignment and centromeric assembly
(in the case of pericentromeres) (Smith and Meissner, 2013). This
epigenetic mark is characterized by rather stable patterns across tis-
sues and throughout life, with only a few exceptions. During pre-
implantation development, active and passive waves of demethyla-
tion affect the paternal and maternal genomes, respectively (Inoue
and Zhang, 2011, Mayer et al., 2000, Oswald et al., 2000, Santos
et al., 2002, Smith et al., 2012, Wossidlo et al., 2010) with the ex-
ception of imprinted loci (Lane et al., 2003, Olek and Walter, 1997,
Tremblay et al., 1997), and this global unmethylated state is not re-
verted until early embryonic progression. Although most CpGs in
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mammalian genomes remain methylated during development, CpG
islands located within promoters of several genes (either housekeep-
ing or developmentally regulated) are constitutively hypomethylated
(Smith and Meissner, 2013). Classical studies (Brandeis et al., 1994,
Macleod et al., 1994) showed that TF binding negatively regulates the
methylated state of promoter CpG islands, which can progressively
acquire heritable methylation if depleted of known TF binding sites.
Moreover, it has been suggested that histone marks and variants typ-
ically associated with transcription may be constrained at promoter
loci by surrounding DNA methylation patterns (Conerly et al., 2010,
Yang et al., 2012), and that spurious DNA methylation at these re-
gions is contrasted by H3K27me3 in normal conditions (Bartke et al.,
2010, Brinkman et al., 2012), but often altered in cancer and age-
related diseases (Jones, 2012).

3D genome organization and chromatin hubs

The hierarchical folding of chromatin in the 3D nuclear space
comprises a number of different structural entities, from low-
level nucleosome-nucleosome interactions and long-range chromatin
loops, to higher-level topologically associating domains (TADs) and
megabase-scale compartments. The spatial positioning of genes
within this complex structure correlates with their chromatin status
and transcriptional activity: while heterochromatic and gene-poor re-
gions tend to localize close to the nuclear envelope, chromosomal
gene-rich segments typically locate inside the euchromatic internal
part of the nucleus (Bonev and Cavalli, 2016). Nevertheless, it is
unclear what are the consequences of perturbing the genome ar-
chitecture, and if they are related to the transcriptional status of the
involved loci. It has been shown that forcing a loop between one
promoter and its distal regulatory element can trigger gene expres-
sion (Deng et al., 2012, 2014), but also that the induced relocation
of genes towards the nuclear periphery or the loss of anchoring of
heterochromatic regions to the nuclear lamina does not affect the
transcriptional outcome of the locus (Gonzalez-Sandoval et al., 2015,
Shachar et al., 2015, Therizols et al., 2014). Indeed, long-range in-
teractions between promoters and enhancers can occur at earlier
stages than gene activation (Ghavi-Helm et al., 2014), suggesting
that they may set a permissive condition for gene expression without
strictly accounting for RNA Polymerase recruitment and transcription
initiation (Bonev and Cavalli, 2016). Because of this, the study of 3D
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genome organization is lately being integrated in the context of chro-
matin hubs, which dictate coordinated responses to stimuli by bring-
ing together distal regulatory regions and their target genes. The
identification of chromatin hubs allows analysis of the chromatin and
transcriptional status of loci close in the 3D space. In line with this,
recently it has been shown that genetic variation in the population is
associated with changes in chromatin modification and accessibility,
as well as transcription, not only locally but also at distal (> 50 Kb)
but physically interacting loci (Grubert et al., 2015, Waszak et al.,
2015).

Enhancer and promoter regulatory activity

The epigenetic mechanisms described so far ultimately affect the ac-
tivity of specific portions of the genome, which regulate local and/or
distal transcriptional outputs, and have been implicated in the re-
sponse to external and developmental cues, cell and tissue home-
ostasis, and disease (Andersson and Sandelin, 2020). Promoters
and enhancers, which initiate and amplify transcription, respectively,
have been extensively studied in the last decades. Although histori-
cal definitions of these elements are dichotomic, their genome-wide
identification and characterization have highlighted similar properties
and functions, suggesting that conventional definitions of promoters
and enhancers should be revisited.

The primary event in the expression of a gene is the selection of
the RNA Polymerase II TSS (i.e. the first transcribed nucleotide of
a transcript), which is assisted by the assembly of the pre-initiation
complex, a multi-subunit complex comprising, besides the RNA Pol
II, general transcription factors and other co-activators elements, in-
cluding the Mediator complex. The core promoter, a region typically
surrounding ± 50 bp the TSS, contains sufficient information to select
the TSS, in the form of either specific elements such as the TATA box
and the initiator element (INR), or of more flexible and degenerate
sequences. Nevertheless, the rate of RNA Pol II recruitment, initia-
tion and elongation can be influenced by other signals, such as local
and distal binding of TFs and patterns of epigenetic marks. The distal
input can be up to 1 Mb away, and as described in the previous sec-
tion, is brought in the close proximity of the promoter by long-range
interaction loops and other higher-order chromatin folding structures.
These regions, called enhancers, were originally discovered as se-
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quences capable of increasing the expression of a reporter gene,
independently of their distance or orientation with respect to the core
promoter.

Genome-wide maps across a large number of mammalian cells have
highlighted key features of transcription initiation sites, including clus-
ters of alternative promoters (Batut et al., 2013, Carninci et al., 2006,
Landry et al., 2003, Zavolan et al., 2002) (whose choice may impact
the final protein product, Valen et al., 2009), pausing of RNA Pol II
downstream the TSS (a step that precedes active elongation over
the gene body, see next section) (Core and Adelman, 2019, Core
et al., 2008), and divergent antisense transcription (Core et al., 2008,
Preker et al., 2008, Seila et al., 2008). Interestingly, this last feature
does not appear to be exclusive of promoters, since bidirectional tran-
scriptional products have also been observed at enhancer regions
(eRNAS) (De Santa et al., 2010, Kim et al., 2010). Nevertheless, the
amount of transcriptional activity at enhancers is lower compared to
promoters (Andersson et al., 2014b, Core et al., 2014), and leads
to RNAs that are often degraded in the nucleus (Andersson et al.,
2014a). In addition to their transcriptional outputs, enhancers and
promoters present distinct sequence and chromatin properties. The
former are depleted of CpG islands, which instead overlap around
50% of gene promoters (Andersson et al., 2014a). Patterns of hi-
stone acetylation and methylation are also considered features that
can help distinguish these two classes of elements, and even predict
their activity (Creyghton et al., 2010, Heintzman et al., 2007, Robert-
son et al., 2008). For instance, marking by H3K27ac, combined with
high H3K4me1 and low H3K4me3 signals, is considered a signal of
active enhancers (for more details see section "The complex inter-
play between gene expression and histone modifications"). However,
given the association of certain histone modifications with transcrip-
tional activity, these differences may be reconducted to the local tran-
scriptional output of regulatory elements, rather than to their ability to
modulate distal transcription (Andersson and Sandelin, 2020). More-
over, long-range chromatin interactions between pairs of promoters
have also been observed (Javierre et al., 2016, Mifsud et al., 2015,
Schoenfelder et al., 2015), and several promoters have reported en-
hancer activity in vitro and in vivo (Dao et al., 2017, Diao et al., 2017,
Engreitz et al., 2016).

Given the numerous epigenetic and transcriptional similarities be-
tween promoters and enhancers, an updated model of regulatory ele-
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ments has recently been proposed (Andersson and Sandelin, 2020),
in which these two types of activity are not mutually exclusive, but
can rather coexist on the same locus. According to this model, a
regulatory element is a segment of the genome depleted of nucle-
osomes and often bound by TFs, which can present both enhancer
and promoter activity in different combinations, and even in a cell
type- or tissue-specific manner. In this view, enhancers may also be
regions of the genome that elicit distal regulation in a distance and/or
orientation-specific way.

Promoter-proximal escape of RNA Polymerase II

Promoter-proximal pausing of RNA Polymerase II is a widespread
phenomenon in metazoans, and represents an important regulatory
step in the complex series of events leading to the expression of
a gene. Early experiments with mammalian cells in the 1970s and
1980s showed that the initiation of transcription did not necessarily
result in the production of a full-length transcript (Fraser et al., 1978,
Gariglio et al., 1981). These results were consistent with studies of
the heat shock (Hsp) genes in the fruit fly, in which a transcriptionally
engaged Polymerase, associated with a short nascent RNA, was ac-
cumulating downstream of the promoter (Rasmussen and Lis, 1993,
Rougvie and Lis, 1988). Roughly in the same years, an enrichment
of Pol II downstream of the TSS was also observed for key regula-
tory mammalian genes, such as MYC and FOS (Krumm et al., 1992,
Plet et al., 1995, Strobl and Eick, 1992). These observations moti-
vated the study of promoter-proximal pausing and release of Pol II as
an important regulatory step in the transcriptional cycle, contrary to
traditional models of gene regulation in S. cerevisiae that mostly fo-
cused on the recruitment and formation of the pre-initiation complex.

Analyses of nascent RNA and Pol II occupancy have highlighted,
consistently across the fruit fly, mouse and human species, that ap-
proximately 30% of the genes display Pol II promoter-proximal paus-
ing (Core et al., 2008, Larschan et al., 2011, Min et al., 2011). Never-
theless, there is great variation in the types of genes that are paused
in different cell types and conditions (Min et al., 2011, Nechaev and
Adelman, 2008). Importantly, less than 1% of these genes are tran-
scriptionally silent, suggesting that Pol II pausing does not mediate
expression inactivation, but should be rather considered as a mech-
anism for fine-tuning the expression of transcriptionally active genes,
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perhaps in response to specific signals.

Early mechanistic studies showed that, before entering a phase of
productive RNA synthesis, Pol II elongates inefficiently within the first
100 nucleotides from the TSS, and its block at this level is mainly
mediated by the association of two pause-inducing factors, DSIF and
NELF (Kephart et al., 1992, Marshall and Price, 1992, Wada et al.,
1998, Yamaguchi et al., 1999). Other factors such as GDOWN1 and
TFIIF have also been involved in the stability of the paused Poly-
merase and the lifetime of the early elongation complex (Cheng et al.,
2012). Importantly, the release of the paused Polymerase requires
the phosphorylation of specific serine residues on the Pol II carboxy-
terminal domain (CTD), which serves as a binding platform for chro-
matin modifiers and RNA-processing factors. In this sense, there is
a growing body of evidence implicating histone modifications, in par-
ticular H3K4me3 and H3K9ac, in the regulation of pause release and
elongation of Pol II (for more detail see section "The complex inter-
play between gene expression and histone modifications").

A number of putative functions have been attributed to this molec-
ular phenomenon. Again, studies of the Hsp genes in the fruit fly
have shown that a Polymerase paused at the promoter is associated
with nucleosome clearance and binding of transcription factors and
members of the transcription machinery (Adelman and Lis, 2012).
These observations are supported by a study in which depletion of
NELF leads to a significant decrease of paused Pol II at promot-
ers and concomitant increase of nucleosome occupancy (Gilchrist
et al., 2010, 2008). Pausing of the Polymerase has also been pro-
posed as a mechanism to favour rapid gene activation in response
to stimuli, since it maintains a context of open chromatin that can be
rapidly accessed by co-activators (Adelman and Lis, 2012). How-
ever, this hypothesis remains rather speculative, since analyses of
signal transduction networks in the fruit fly and mouse have high-
lighted that Pol II pausing is more frequently observed at promoters
of constitutively expressed genes encoding receptors, kinases and
TFs (Gilchrist et al., 2012). Although the enrichment of Pol II is typ-
ically higher at promoters compared to gene bodies (Gilchrist et al.,
2010, Rahl et al., 2010), the Polymerase can slow down its elongation
rate and even stop during active production of RNAs. These pauses
of the Polymerase are thought to coordinate RNA processing events,
such as 5’ capping, splicing, and 3’ cleavage and poly-adenylation.
For instance, pausing of Pol II over exons is thought to promote splic-
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ing (Carrillo Oesterreich et al., 2010), and lower elongation rates at
exons with weak splice sites have been associated with their inclu-
sion (De La Mata et al., 2003). Moreover, accumulation of Pol II at
the 3’ end has been proposed to couple transcription termination and
3’ end cleavage (Core et al., 2008, Gromak et al., 2006, Proudfoot,
2011).

Chromatin and splicing regulation

The nascent RNA of an actively transcribed gene is tethered to
its template DNA sequence by the elongating RNA Polymerase,
and as introduced in the previous section, a number of pro-
cessing events are coupled with transcription (i.e. they occur
co-transcriptionally) (Neugebauer, 2019). Genome-wide studies
have reported widespread co-transcriptional splicing across differ-
ent species (budding yeast: 75%; fruit fly: 83%; human: 74%-
85%), although a lower rate is observed in mouse liver (45%) (Ameur
et al., 2011, Carrillo Oesterreich et al., 2010, Khodor et al., 2012,
Tilgner et al., 2012). Nevertheless, not all introns are removed in
a transcription-coupled manner, in particular those that are alterna-
tively spliced (Ameur et al., 2011, Tilgner et al., 2012) and/or reside
at the 3’ end of the transcript (Schmidt et al., 2011, Tilgner et al.,
2012). Moreover, 20% of the activated spliceosomes are not teth-
ered to chromatin (Girard et al., 2012), and intron retention plays
a regulatory function in a number of cell types (Boutz et al., 2015,
Braunschweig et al., 2014, Pandya-Jones et al., 2013, Pimentel et al.,
2016, Ullrich and Guigó, 2020, Wong et al., 2013).

Since the discovery of the coupling between transcription and splic-
ing, and that the latter is affected by Pol II elongation rates, a num-
ber of chromatin-related features, including nucleosome positioning,
histone modifications and chromatin remodelers, have been investi-
gated for their role in splicing. More than one decade ago, a number
of studies reported the striking observations that nucleosome occu-
pancy is higher in exons compared to introns independently of the
transcriptional status of the gene, and that this feature is conserved
across species (Andersson et al., 2009, Hon et al., 2009, Schwartz
et al., 2009, Spies et al., 2009, Tilgner et al., 2009, Wilhelm et al.,
2011). In line with this, computational analyses have shown that ex-
ons are enriched in high-affinity nucleosome sequences (Schwartz
et al., 2009), and display higher GC content compared to introns, be-
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sides being relatively short (roughly 150 bp) (Zhu et al., 2009). More
specifically, nucleosomes do not localize at splice sites, but rather
at the centre of exons, especially of those that have weak splicing
potential (Tilgner et al., 2009), suggesting that they may act as barri-
ers to the elongating Pol II, allowing more time for the recognition of
splice sites by the splicing machinery.

While the nucleosome pattern over exons is not transcription-
dependent, marking by H3K36me3 was found preferentially over ex-
pressed genes. In contrast to the epigenetic patterns that regulate
TSS switching, which are common across the majority of genes,
the relationship between histone marks and splicing is rather gene-
specific, with the exception of H3K36me3, whose levels moderately
correlate with exon inclusion rates at a genome-wide scale (Podlaha
et al., 2014). Interestingly, promoter-like chromatin features have
been reported in a small but well-defined subset (approximately 4%)
of exons subject to tight splicing regulation across human cell types,
which do not correspond to TSSs but lie close to and contact them
via chromatin looping. The cell type-specific inclusion levels of these
exons correlate with marking of H3K9ac, H3K27ac and H3K4me3
(Curado et al., 2015).

Are histone marks instructive for gene expres-
sion?

In what follows, we revise the role of some well-studied hi-
stone lysine modifications in the regulation of gene expres-
sion. Besides the six marks (H3K4me1, H3K4me3, H3K27ac,
H3K27me3, H3K36me3 and H3K9me3) endorsed by the ref-
erence epigenome criteria (International Human Epigenome
Consortium, IHEC - http://ihec-epigenomes.org/research/
reference-epigenome-standards/), we also focus on H3K4me2,
H3K9ac and H4K20me1. In the past, in fact, distinct combinations
of these histone marks have been associated with some of the
gene regulatory mechanisms described above. Notwithstanding,
different and sometimes contradictory observations divide the field
as to whether histone marks are the cause or consequence of
transcription.
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H3K4me3

One of the first studies investigating the genomic distribution of differ-
ent degrees of Histone 3 Lysine 4 methylation (H3K4me) is described
in Santos-Rosa et al., 2002. By analyzing the methylase activity of
Set1 and the effects of its depletion in S. cerevisiae, Santos-Rosa
and colleagues found that the tri- (but not the di-) methylation of H3K4
is associated with Set1-dependent transcription. Because Set1 is the
only methyltransferase in budding yeast, and given that H3K4me2
is often observed in the absence of H3K4me3, they concluded that
specific mechanisms may prevent, at discrete genomic locations, the
global transition from di- to tri-methylated K4. For the first time, the
degree of methylation of a lysine residue was considered an indicator
of transcriptional activity.

Since then, the genomic distribution of H3K4 methylation has been
profiled in a range of organisms (Barski et al., 2007, Bernstein et al.,
2005, Chih et al., 2005, Guenther et al., 2007, Li et al., 2008, Ram
et al., 2011, Zhang et al., 2009). Despite the numerous differences
in gene length and architecture, the most conserved feature across
species is the H3K4me3 peak around the TSS of actively transcribed
genes (Barski et al., 2007, Mikkelsen et al., 2007). Concomitant
to these genome-wide analyses, a number of experimental reports
began to suggest that the enrichment of H3K4me3 at promoter re-
gions may trigger transcription initiation. In fact, DNA-binding of
BPTF, a member of the NURF chromatin-remodeling complex, is sta-
bilized by H3K4me3, and is associated with the control of develop-
mental H0XC8 gene expression via binding of the SNF2L ATPase
(Wysocka et al., 2006). Moreover, a number of protein folds present
in chromatin remodeling and histone modifying factors can recognize
H3K4me3 (Ruthenburg et al., 2007). The best known example is per-
haps TAF3 – a component of the general transcription factor TFIID –
which can bind H3K4me3 proximal to TSSs through its PHD finger
domain and mediate the recruitment of RNA Polymerase II (Lauberth
et al., 2013, Vermeulen et al., 2007).

The study of methyltransferase complexes also definitely contributed
to shed light on the controversial role of H3K4me3 in gene expres-
sion. In mammals, four different complexes account for the de-
position of either bulk (Set1A-B/COMPASS complexes) or specific
– mainly at homeotic genes (MLL1-2/COMPASS-like complexes) –
H3K4me3. While recruitment of Set1/COMPASS to chromatin de-
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pends on H2B monoubiquitination and occurs after the establishment
of the basal transcriptional machinery, this is not the case for the
MLL1-2/COMPASS complexes (reviewed in Smith et al., 2011). For
these reasons, H3K4me3 has often been assigned an instructive role
for the transcription of genes, further supported by the overall positive
correlation between the genes’ expression levels and their associ-
ated H3K4me3 promoter signals. It is important to highlight, however,
that these correlation analyses are typically conducted in steady-
state conditions, and can be strongly affected by the constrained na-
ture of both transcriptional and epigenetic programs across tissues
and species (Pervouchine et al., 2015).

In the last years, a number of time-series studies have explored the
dynamic association between gene expression and histone marks
over time. Many of them have actually reported a degree of correla-
tion between gene expression and H3K4me3 substantially lower than
what previously described in steady-state conditions, and have also
questioned the causal role of H3K4me3 in triggering transcription ini-
tiation. In yeast, H3K4me3 deposition is delayed with respect to up-
regulation of gene expression during meiosis, and constitutively high
levels of H3K4me3 are found at double-strand breaks hotspots, inde-
pendently of the local absolute level of gene expression (Borde et al.,
2009). This observation for the first time uncoupled the distribution of
H3K4me3 from transcriptional regulation, proposing instead a role in
the initiation of meiotic recombination. Delayed or stable H3K4me3
signal at TSSs are also observed during the yeast metabolic cycle,
compared to the massive transcriptional and lysine acetylation oscil-
lations (Kuang et al., 2014).

These considerations rapidly expanded to other model organisms. In
the fruit fly, gene activation during pre-midblastula transition occurs
in the absence of H3K4me3 (Chen et al., 2013), and approximately
34% of the genes expressed during Drosophila development lack
H3K4me3 at their TSSs (Nègre et al., 2011). In particular, global
absence of H3K4me3 and other canonical active chromatin marks
involves developmentally regulated genes (Pérez-Lluch et al., 2015).
Studies of circadian, developmental and differentiation programs in
mammals have also reported uncoupled patterns of gene expres-
sion and H3K4me3 over time. During the circadian cycle in the
mouse liver, for instance, H3K4me3 peaks long after RNA Pol II re-
cruitment and transcription initiation (Koike et al., 2012, Le Martelot
et al., 2012), and there is a pervasiveness of circadian rhythms in
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RNA Pol II binding and histone marking that is independent of RNA
cycling (Koike et al., 2012) and the other way around (Le Martelot
et al., 2012). Furthermore, genes that share similar expression pro-
files throughout cardiac differentiation in mouse can present distinct
H3K4me3 temporal patterns, which often recapitulate gene-specific
functions (Wamstad et al., 2012).

In combination with time-resolved studies, several experimental as-
says have also tried to uncover a general mechanism by which
H3K4me3 is instructive for transcription activation. It is difficult,
though, to genetically ablate one histone modification without conflat-
ing effects (Howe et al., 2017). Deletion of yeast SET1, for instance,
interferes with other non-histone substrates, such as the kinetochore
protein Dam1 (Zhang et al., 2005). Moreover, this and other strate-
gies – such as the substitution of H3K4 with a non-methylatable
residue – can result in the removal of all three methylated states
(mono-, di- and tri-) of H3K4, besides H3K4 acetylation, further
complicating the interpretation of causal/consequential effects (Howe
et al., 2017). For these reasons, several studies have instead aimed
to perturbe the integrity of methyltransferase complexes. One ex-
ample is the deletion of Spp1, a component of the Set1 complex
in yeast. Spp1 is thought to stabilize the binding of Set1 by recog-
nizing H3K4me2/3 (Kirmizis et al., 2007, Shi et al., 2007). Its abla-
tion specifically reduces gene-specific H3K4me3 but not H3K4me1/2
(Morillon et al., 2005, Schneider et al., 2005). Nevertheless, levels of
steady-state or dynamically changing mRNAs and transcription are
not affected (Howe et al., 2017, Lenstra et al., 2011, Margaritis et al.,
2012).

Similar approaches have been applied in the fruit fly. Although lethal
at the late L3 - early pupa stage (Beltran et al., 2003), removal of
Ash2 – a member of the trxG required for deposition of H3K4me3
(Beltran et al., 2007, Steward et al., 2006) – affects, in the wing imagi-
nal discs, the expression of a minor subset of genes, which are unex-
pectedly either up- or down-regulated (Pérez-Lluch et al., 2011). Fur-
thermore, substituting K4 with a non-methylatable residue does not
impair transcriptional regulation and activation of major developmen-
tal pathways, which can occur in the absence of H3K4 methylation
(Hödl and Basler, 2012).

The effect of the removal of H3K4me3 on gene expression has also
been investigated in mammals, leading to similar observations. De-
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pletion of Cfp1, a subunit of mammalian SET1A/B complexes, causes
the loss of H3K4me3 from the promoters of actively transcribed
genes and from CpG islands in mouse ESCs (Clouaire et al., 2012),
which are viable but unable to differentiate (Carlone et al., 2005).
This does not affect the transcription of the associated genes but,
intriguingly, it is linked with a leakage of H3K4me3 to inappropri-
ate chromatin compartments, as well as increased local gene ex-
pression (Clouaire et al., 2012). While this observation holds for
most of the genome-wide H3K4me3 signal, which depends on the
Set1/COMPASS complex, it cannot be extended to marking of tri-
methyl H3K4 at bivalent genes in ESCs, which is performed by MLL2.
It has been previously proposed that MLL recruitment could precede
transcription activation and even promote it (Smith et al., 2011). Nev-
ertheless, the expression of only a few MLL2-target genes depends
on its H3K4 methylation activity (Hu et al., 2017), and the rescue of
gene expression upon MLL2-KO is not accompanied by an increase
of H3K4me3 (Douillet et al., 2020), demonstrating that transcription
at MLL2-targeted loci can also proceed without H3K4me3.

H3K9ac

One of the initial findings regarding acetylation of histone H3 was
its depletion from telomeric regions compared to actively transcribed
genes (Bernstein et al., 2002, Braunstein et al., 1993). In line with
this, it was originally reported that acetylation neutralizes the positive
charge of lysine residues, thus reducing binding of the negatively-
charged DNA to histone proteins and favouring an open chromatin
conformation (Simpson, 1978). Acetyl-lysine is also one of the most
dynamic modifications (Barth and Imhof, 2010, Weinert et al., 2018,
Zheng et al., 2013).

The genome-wide signal of H3K9ac typically coincides with tran-
scriptionally active promoters, and positively correlates with other
acetylation signals like H3K14ac and H3K27ac, as well as CpG
content and H3K4me3 (Birney et al., 2007, Dunham et al., 2012,
Heintzman et al., 2007, Karmodiya et al., 2012, Wang et al., 2008).
In particular, the genome-wide co-occurring patterns of H3K4me3
and H3K9ac have prompted further mechanistic studies, which have
shown that in a cell-free system, the presence of H3K4me3 on nucle-
osomes promotes acetylation on the neighbouring Lys 9 residue by
recruitment of the Spt-Ada-Gcn5 acetyltransferase (SAGA) complex
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(Foulds et al., 2013). Nevertheless, in HeLa cells, acetylation of Lys 9
has been reported to instruct the recruitment of the Super Elongation
Complex (SEC), a function that H3K9ac can perform independently
of the presence of H3K4me3 (Gates et al., 2017). In this context,
H3K9ac mediates the release of stalling RNA Pol II from the promoter
of a subset of genes, with H3K4me3 at promoters, instead, likely
blocking the binding of specific elongation factors until deposition of
the acetylation signal. Indeed, this is consistent with an independent
observation in the fruit fly, according to which ablation of Ash2 (a
component of the trithorax group – trxG – required for deposition of
H3K4me3) is associated with a global reduction of the paused form
of RNA Pol II (Pérez-Lluch et al., 2011). Therefore, although often
enriched at overlapping genomic sites, H3K9ac and H3K4me3 seem
to play distinct roles in the process of gene activation. In further
support of this, acetylation patterns tightly oscillate along with tran-
scriptional changes during the yeast metabolic process, with peaks
of H3K9ac appearing a few minutes before transcription, in contrast
to H3K4me3, which is more stable or often delayed (Kuang et al.,
2014). Similarly, H3K9ac precedes nascent transcription throughout
the circadian cycle in the mouse liver (Koike et al., 2012).

Nonetheless, as in the case of H3K4me3, the role of H3K9ac dur-
ing gene expression activation is far from being fully understood,
since a number of studies have reported binding of functional histone
deacetylases (HDACs) at the promoter of active genes (Kim et al.,
2013, Wang et al., 2002, 2009), as well as a positive role of HDACs
in transcription elongation (Greer et al., 2015). Furthermore, as in the
case of H3K4me3 and several other histone modifications (see be-
low), roles of H3K9ac other than in transcription regulation have been
proposed, which are closer to the primordial definition of epigenetics.
For instance, levels of H3K9ac decrease during ESCs differentiation
(Krejčí et al., 2009), and correlate with their pluripotency and repro-
gramming capacity. In support of this, HDAC inhibitors can rescue
the stem cell potential of a less potent murine ESC line, with a min-
imal impact on gene expression (Hezroni et al., 2011), and again in
mouse ESCs, H3K9ac can mark developmentally regulated bivalent
promoters together with H3K27me3, H3K4me3 and H3K14ac, and
can also discriminate, like H3K27ac, active enhancers from inactive
ones (Karmodiya et al., 2012).
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H3K27ac

One of the first genome-wide surveys of acetyl-histone modifications
in human cells also reported the enrichment of H3K27ac at promot-
ers of transcriptionally active genes, including several Polycomb tar-
gets (Wang et al., 2008). Soon afterwards, the antagonistic and mu-
tually exclusive behavior of H3K27ac and H3K27me3 at promoter
regions was documented in the fruit fly, together with the notion that
deposition of H3K27ac is performed by the acetyltransferase com-
plex CBP/p300 but requires TRX (Tie et al., 2009).

The discovery that binding of p300 is predictive of enhancer activ-
ity in fetal mouse tissues (Visel et al., 2009) inspired the dissection
of H3K27ac signal at distal regulatory regions. By taking into ac-
count the expression of proximal genes and preferential enhancer-
RNA (eRNA) production, levels of H3K27ac were found, indeed, to
be a discriminating factor of active vs poised enhancer regions in
both murine (Creyghton et al., 2010) and human (Rada-Iglesias et al.,
2011) ESCs (see below). Furthermore, a counteracting signal of
H3K27me3 at poised enhancers revealed an unappreciated role of
tri-methyl H3K27 at distal regions (Rada-Iglesias et al., 2011). Nev-
ertheless, as extensively described above, these correlative studies
are not sufficient to drive any statement of causality, and need to be
supported by specific experimental assays.

In this regard, disruption of the CBP/p300 bromodomain has proved
to suppress the deposition of H3K27ac selectively at distal enhancer
regions in human cells. Although this decrease in H3K27ac signal is
accompanied by a reduction in transcription at enhancer regions and
enhancer-proximal genes, gene expression levels remain globally
unaltered (Raisner et al., 2018). Likewise, replacement of Lys 27 by a
non-modifiable residue does not affect chromatin accessibility, gene
transcription, and self-renewal in mouse ESCs, proving that H3K27ac
is dispensable for enhancer activity at least in these cells (Zhang
et al., 2020). This is further supported by the fact that, in the ab-
sence of H3K27ac, acetylation of H4K16 (Taylor et al., 2013), as well
as of the globular domain residues H3K64 and H3K122 (Pradeepa
et al., 2016), can be associated with active enhancers.

Although, in the last years, the focus has been predominantly on the
relationship between H3K27ac and distal regulatory activity, promot-
ers of actively transcribed genes also display peaks of Lys 27 acety-
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lation, as aforementioned. It is unclear, however, whether the sig-
nal of H3K27ac at enhancer regions is in some way related to the
one at the corresponding promoter targets, since disruption of the
CBP/p300 bromodomain selectively affects distal H3K27ac signals
(Raisner et al., 2018). Overall, this suggests a different regulation of
Lys 27 acetylation between promoter and enhancer regions, pointed
out also by other studies. During prometaphase, for instance, human
cell lines lose most of the genomic H3K27ac signal, which is recov-
ered in anaphase/telophase but markedly more at promoter regions,
and in concomitance with the reactivation of gene expression (Kang
et al., 2020). In light of this, the function of H3K27ac signal at pro-
moter regions still remains elusive. Recently, YEATS2 has been pro-
posed as a histone H3K27ac reader that promotes the GCN5/PCAF-
mediated deposition of H3K9ac at promoters (Mi et al., 2017). While
mechanistically linking the marking of H3K27ac and H3K9ac, these
results demonstrate the importance of genome-wide integrative anal-
yses of multiple histone modifications for a better understanding of
molecular events.

H3K4me1

Although the identification of active distal regulatory regions has
been lately driven by the H3K27ac signal, initial efforts to map en-
hancers genome-wide focused on the localization of the histone mark
H3K4me1 (Birney et al., 2007, Ghisletti et al., 2010, Heintzman et al.,
2009, Kim et al., 2010). Genomic loci enriched in mono-methyl H3K4,
as well as DNaseI hypersensitive sites, show a stronger cell type-
specific distribution across the genome, compared to the more stable
chromatin states at promoters and insulators, and overall correlate
with cell type-specific gene expression programs (Heintzman et al.,
2009, Xi et al., 2007). Although these regions typically display regula-
tory activity when tested in reporter assays (Heintzman et al., 2009),
it was later demonstrated that H3K4me1 can mark both active and
poised or predetermined enhancers, while H3K27ac is selectively
enriched on the active ones (Creyghton et al., 2010, Rada-Iglesias
et al., 2011).

Interestingly, the priming of lymphoid and myeloid specific enhancers
by H3K4me1 occurs before lineage commitment (Mercer et al.,
2011), and contributes to an epigenetic landscape that orchestrates
transcriptional events in the differentiated cell. However, under spe-
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cific stimuli, selection of de novo enhancers can happen at distal
regions that do not display occupancy of TFs or the canonical reg-
ulatory chromatin state in basal conditions, and is associated with
cellular plastic changes (Kaikkonen et al., 2013, Ostuni et al., 2013).
Of note, deposition of mono- and di-methyl H3K4 occurs after the
production of eRNAs at these newly active enhancers, and persists
upon washout of the stimulus (Ostuni et al., 2013) and in the ab-
sence of enhancer transcription (Kaikkonen et al., 2013). It has been
proposed that this marking at de novo enhancers provides an epige-
nomic memory of the initial stimulation, and that the deposition of
H3K4me1 and H3K4me2 at pre-existing enhancer regions may also
depend, originally, on transcription (Kaikkonen et al., 2013).

H3K4me1, like other modifications, can serve as a docking site for
chromatin remodelers and other reader proteins to execute down-
stream molecular functions. Recently, multiple components of the
transcriptional regulatory machinery, including the BAF complex,
were reported to bind H3K4me1 at putative enhancer regions (Local
et al., 2018). MLL3 and MLL4 account for most of the H3K4me1 sig-
nal at distal regulatory regions, and depletion of these enzymes re-
sults in highly reduced H3K4me1 levels, as well as decreased binding
of BAF and other H3K4me1-associated proteins to enhancers (Local
et al., 2018). Nevertheless, as pointed out in Rada-Iglesias, 2018,
this study does not directly test whether the presence of H3K4me1
marking has itself a causative role on the ability of enhancers to
control the expression of their target genes. By separating the cat-
alytic activity-dependent and -independent functions of Mll3/4, it has
been shown that H3K4me1 at enhancers is largely dispensable for
eRNA production and expression of the target genes in murine ESCs
(Dorighi et al., 2017), consistent with previous time-resolved studies
(Kaikkonen et al., 2013). Similar observations have also been re-
ported during fruit fly (Rickels et al., 2017) and mouse (Cao et al.,
2018) development. In contrast, loss of Mll3/4 proteins leads to com-
promised enhancer activity and downregulation of target genes, sug-
gesting that the long-range coactivator function of Mll3/4 does not
reside in its methyltransferase activity (Dorighi et al., 2017).

As for H3K27ac, the presence of H3K4me1 at promoters has been
investigated in a comparative minor way. The first genome-wide
maps of H3K4 methylation across different species reported that the
flanking regions of actively transcribed TSSs – which usually display
a narrow H3K4me3 peak – are typically marked by H3K4me1 and
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H3K4me2 (Barski et al., 2007, Ernst and Kellis, 2010, Ernst et al.,
2011). It is known that the enzymatic activity of histone H3K4 methyl-
transferase is characterized by a high degree of specificity not only
towards the substrate residue but also towards the degree of methy-
lation (mono-, di- or tri-methyl state) (Cenik and Shilatifard, 2020).
Nevertheless, while H3K4me1 marking does not necessarily con-
vert into higher methyl states, it is not clear whether it serves as a
platform for deposition of H3K4me2/3 at promoters, or these latter
marks can instead be deposited on an unmethylated H3K4 substrate.
During cardiac differentiation, cardiovascular genes gain H3K4me1
marking at promoter regions prior to transcriptional activation and
deposition of H3K4me3 (Wamstad et al., 2012), and during myoge-
nesis, muscle genes that become activated lose MLL3 occupancy
and their promoters switch from H3K4me1 to H3K4me3 marking by
recruitment of a distinct COMPASS complex (Cheng et al., 2014).
Nonetheless, this gradient of increasing methyl states is not observed
at enhancer regions. In this regard, it has been proposed that the
different H3K4me3-to-H3K4me1 signal ratio observed between en-
hancers and promoters correlates with their different recruitment rate
of RNA Pol II (Andersson et al., 2015, Core et al., 2014).

H3K4me2

As previously mentioned, a preferential association of active coding
regions with the tri- but not the di-methylated form of H3K4 was orig-
inally reported in yeast (Santos-Rosa et al., 2002). The persistence
of H3K4me2 at coding regions for a long time after gene expres-
sion down-regulation has been interpreted as a molecular signature
of previous transcription (Ng et al., 2003). Although less frequently
profiled than the mono- and tri-methylation of H3K4, the genomic dis-
tribution of H3K4me2 has been well characterized in a number of re-
programming studies (Koche et al., 2011, Sardina et al., 2018, Shao
et al., 2008), and proposed as an epigenetic feature of both promoter
and enhancer activity (Koche et al., 2011). In fact, the early stages in
the reprogramming of murine fibroblasts – upon ectopic expression of
OSKM factors – are characterized by a burst of H3K4me2 deposition,
which is not accompanied by global changes neither in the repressive
H3K27me3 mark, nor in gene expression and in the transcriptionally-
related H3K36me3. Importantly, this result has been interpreted as
an early shift in cell identity which is not reflected at the transcriptome
level (Koche et al., 2011). These H3K4me2-gaining loci often corre-
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spond to the promoters of pluripotency and developmentally regu-
lated genes, such as Sall4, Lin28, and Fgf4, which become activated
later on during the formation of iPSCs. Interestingly, de novo gain of
H3K4me2 at promoter regions is not accompanied by other histone
H3K4 methylation signals (me1/3). In contrast to the general gain of
promoter marking by H3K4me2, distal intragenic loci (enhancers) ei-
ther gain or lose H3K4me2, suggesting distinct regulation of this epi-
genetic mark at promoters and enhancers. An increase of H3K4me2
is also observed, concomitantly to active DNA demethylation and
prior to chromatin opening, at roughly 3% of candidate regulatory loci
during reprogramming of mouse pre-B cells (Sardina et al., 2018),
and deposition of H3K4me2 together with H3K27ac has also been
reported at enhancers that become activated during neural differen-
tiation (Fueyo et al., 2018). During T-cell differentiation, H3K4me2
co-localizes with binding of master regulators PU.1 and GATA-3, and
H3K4me2 marking at promoters in the absence of histone 3 acetyla-
tion characterizes either newly silenced genes, or genes primed for
activation in subsequent stages of differentiation (Zhang et al., 2012).
This is indeed similar to what has been reported for H3K4me1 dur-
ing cardiac differentiation (Wamstad et al., 2012), and the opposite to
what has been described for H3K4me3 in a number of studies (see
above). Collectively, there are dispersed findings suggesting that de-
position of H3K4me1 and H3K4me2 at promoters often anticipates
gene activation, while marking in H3K4me3 follows it. In line with
this, it has been proposed that in yeast, transitions from H3K4me1 to
H3K4me2 to H3K4me3 at promoter regions occur in a stepwise man-
ner over multiple rounds of transcription, according to a "time" model
that postulates that the H3K4me level is a function of the time Set1
is tethered on a nucleosome (Soares et al., 2017). In this sense, the
three marks may be considered as being one the prerequisite for the
other, instead of unrelated epigenetic features.

H3K36me3

Differently from the histone modifications analyzed so far, which show
a preferential location at the 5’ end of the genes, H3K36me3 is typ-
ically found at the gene 3’ end (Bannister et al., 2005), with an en-
richment in expressed exons compared to introns (Kolasinska-Zwierz
et al., 2009), and higher marking in intron-containing compared to
intron-less genes (De Almeida et al., 2011). Because of this, in the
last decade several reports have suggested a role of H3K36me3
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in interfacing the elongating RNA Polymerase and regulating RNA
processing events. For instance, it was proposed that H3K36me3
acts as a binding site for the chromatin reader MRG15, which in
turn recruits the splicing regulator PTB and favours inclusion of al-
ternatively spliced exons, such as exon IIIc in gene FGFR2 (Luco
et al., 2010). Consistently, overexpression and depletion of SETD2,
the main effector of H3K36me3 marking, lead to higher and lower
inclusion rates, respectively, of these exons (Luco et al., 2010). Sim-
ilar observations have also been made for Psip1/p52, a protein that
recognizes H3K36me3 and mediates recruitment of Srsf1 and other
splicing factors (Pradeepa et al., 2012). An alternative hypothesis is
that H3K36me3 marking over genes is a consequence rather than an
instruction for splicing. In support of this, de Almeida and colleagues
have demonstrated that splicing inhibition leads to a loss of Setd2
recruitment and H3K36me3 deposition with no effect on transcrip-
tion, and that forcing the inclusion of alternative exons has the oppo-
site effect, i.e. it enhances Setd2 binding and H3K36me3 deposition
(De Almeida et al., 2011). Other experiments have also reported
a role of this modification in X-chromosome dosage compensation
(by recruiting the fruit fly MSL complex, Larschan et al., 2007), DNA
damage response (reviewed in Sun et al., 2020), and 3D chromo-
some organization (Evans et al., 2016, Smith et al., 2013, Ulianov
et al., 2016).

While postulating a role of H3K36me3 in splicing regulation, the stud-
ies above do not address the role of the histone modification by itself,
but rather the function of the depositing enzyme. The generation of
H3K36R Drosophila mutants has shown that H3K36me3 is actually
dispensable for alternative splice site choice and efficient removal of
canonical introns, and its depletion is associated with an increase of
H4 acetylation (Meers et al., 2017), as previously reported in bud-
ding yeast (Carrozza et al., 2005, Keogh et al., 2005). A widespread
dysregulation of the transcriptome is observed in the absence of
H3K36me3, with genes least expressed in the wild-type showing the
largest increases in expression, and the other way around. Interest-
ingly, differences in nuclear vs PolyA+ RNA-seq expression of these
genes upon depletion of H3K36me3 were linked to defects in 3’ end
formation and polyadenylation (but not to PolyA site choice), suggest-
ing a post-transcriptional role of this mark in transcript fitness (Meers
et al., 2017).

28



i
i

“thesis” — 2020/12/17 — 10:36 — page 29 — #41 i
i

i
i

i
i

H4K20me1

The role of H4K20me1 in transcriptional regulation is unclear and to
some extent contradictory. This is mainly due to the lack of stud-
ies investigating this histone modification in depth (only 140 Pubmed
publications contain the word "H4K20me1" in their title and/or ab-
stract, in contrast to the over 2,000 results that can be retrieved
for H3K4me3 – as of December 2020), but species- and context-
specific functions should also be taken into account (Beck et al.,
2012). Biochemical and non genome-wide experiments have sug-
gested a role of this modification in transcription repression. Loss of
PR-Set7, which exclusively accounts for H4K20 mono-methylation,
causes a cell cycle arrest in G2/M phase and a general decrease in
chromosome compaction (Houston et al., 2008, Oda et al., 2009).
Besides, H4K20me1 is required for higher degrees of H4K20 methy-
lation (Schotta et al., 2008) (with H4K20me3 considered a hallmark
of silenced heterochromatic regions – Jørgensen et al., 2013), and
is recognized by the Polycomb group protein L3MBTL1 (Trojer and
Reinberg, 2007). In the fruit fly, H4K20me1 is found in condensed
regions on polytene chromosomes, where it antagonizes the acety-
lation of H4K16 in vitro (Nishioka et al., 2002), while mouse cells
show an enrichment of H4K20me1 on the inactive X chromosome
(Kohlmaier et al., 2004).

On the other hand, analyses at specific loci in both mouse and hu-
man genomes highlighted positive correlation between H4K20me1
marking and gene expression (Talasz et al., 2005, Vakoc et al., 2006,
Wakabayashi et al., 2009), which have been confirmed by genome-
wide studies (Barski et al., 2007, Cui et al., 2009). H4K20me1 is
typically enriched over the gene body of actively transcribed genes,
and it is highly correlated with gene expression (Wang et al., 2008).
Besides, it has been reported that H3K27me3 and Polycomb fac-
tors, contrary to their canonical repressive role in transcriptional reg-
ulation, are associated with active expression of a subset of genes
marked by H4K20me1 in Drosophila wing discs (Lv et al., 2016).

Besides its role in mitotic condensation and gene expression,
H4K20me1 seems to be required for DNA repair and genome in-
tegrity (Beck et al., 2012). Indeed, very recent evidence shows that
reduction of H4K20me1 induced either by inhibition of PR-SET7, or
overexpression of H4K20M, blocks murine embryos at the one- or
two-cell stage, respectively, and causes the accumulation of DNA
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double-strand breaks, uncovering a key role of H4K20me1 in preim-
plantation development (Shikata et al., 2020).

H3K27me3

Enriched over the inactive X chromosome of placental mammals (Er-
hardt et al., 2003, Plath et al., 2003, Silva et al., 2003), H3K27me3
is considered an epigenetic feature of transcriptionally silent loci,
and it is deposited by the Polycomb Repressive Complex 2 (PRC2).
PRC2 works in conjunction with the PRC1 complex, which rec-
ognizes H3K27me3 and promotes ubiquitination of H2AK119 (Cao
et al., 2005, Wang et al., 2004). On the other hand, H2AK119ub can
recruit PRC2, favouring the propagation of H3K27me3 over nearby
nucleosomes (Blackledge et al., 2014, 2020, Cooper et al., 2014,
Tamburri et al., 2020), but PRC2 methyltransferase activity is also
stimulated by a feed-forward mechanism via binding of H3K27me3
(Margueron et al., 2009, Poepsel et al., 2018). The role of Poly-
comb (PcG) proteins was first described by developmental studies in
Drosophila, which showed that the balanced, counteracting activity
of Trithorax/COMPASS (which account for canonically active H3K4
methylation) and PcG complexes is required for proper expression
of homeotic genes, thus ensuring correct development of anatomical
structures (reviewed in Piunti and Shilatifard, 2016). In line with this
antagonistic behavior of Trx and PcG, promoters of key developmen-
tal TFs were found to be marked by both H3K4me3 and H3K27me3
in mouse ESCs (Bernstein et al., 2006). This bivalency, i.e. the pres-
ence of both active and repressive modifications at the same locus,
is thought to poise silent genes for later activation, and progressively
disappears during differentiation, with active and repressive genes
losing H3K27me3 and H3K4me3, respectively. Similar results also
apply to human ESCs (Pan et al., 2007, Zhao et al., 2007), with bi-
valent promoters often displaying enrichment of paused Pol II down-
stream the TSS (Ferrai et al., 2017, Levine, 2011). In both murine
and human ESCs, sequential ChIP experiments have shown that this
bivalent nature is not due to a heterogeneous population of cells, car-
rying either H3K4me3 or H3K27me3, but that these two marks actu-
ally coexist within the same nucleosome (Bernstein et al., 2006, Pan
et al., 2007, Voigt et al., 2012). On the contrary, there is no evidence
in the fruit fly of a real co-existence of H3K4me3 and H3K27me3
(Voigt et al., 2013), suggesting a species-specific role of this epige-
netic feature. Moreover, H3K27me3 marking has been described,
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together with H3K4me1, at poised enhancers, likely contrasting the
deposition of H3K27ac (Rada-Iglesias et al., 2011, Zentner et al.,
2011). Bivalent domains are not an exclusive feature of ESCs, since
they have been described also in neural progenitor cells, mouse em-
bryonic fibroblasts, CD14+ T cells and hematopoietic stem cells (re-
viewed in Blanco et al., 2020).

Nevertheless, bivalency appears to be restricted to the promoters of
key developmental TFs. For instance, while cardiac TFs and mem-
bers of key signaling pathways (such as TGFβ family, Wnt and Notch)
show reciprocal regulation of H3K4me3 and H3K27me3 during car-
diac differentiation, cardiac-specific genes, such as those encoding
cardiomyocyte contractile proteins, are not marked by H3K27me3 at
any time, despite being tightly regulated during differentiation (Paige
et al., 2012). Nor is it the case that H3K27me3 is always associated
with a poised or silent state, since in this model genes involved in
mesodermal differentiation are actively transcribed and constitutively
H3K27me3-marked. In line with this, positive regulation of gene ex-
pression by PcG has also been reported in other studies (Jacob et al.,
2008, Pasini et al., 2007, Schaaf et al., 2013), and has been recently
associated with H4K20me1 marking (Lv et al., 2016, see above).

As for other histone marks, histone gene replacement experiments
have provided insight into the mechanistic role of H3K27me3, but
differently from other marks, substitution of Lys 27 with a non-
methylatable residue phenocopies the homeotic dysregulation ob-
served upon mutation of its catalyzing enzyme PRC2, suggesting
that H3K27me3 is indeed required for correct development in both
the fruit fly and in mammals (Lavarone et al., 2019, Leatham-Jensen
et al., 2019, McKay et al., 2015, Pengelly et al., 2013).

H3K9me3

In contrast to H3K27me3, which typically marks developmentally-
and cell type-specific silent loci, H3K9me3 is a feature of constitu-
tively heterochromatic regions, such as transposable elements (TE),
centromeres and telomeres, and its association with gene repression
(via recruitment of HP1 proteins) was first documented by the study
of position-effect variegation (PEV, reviewed in Elgin and Reuter,
2013). KRAB-containing zinc finger proteins and short RNAs cou-
pled to Ago members are responsible of targeting H3K9 methyltrans-
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ferases to specific genomic loci, and depletion of both guiding and
effector elements leads to expression of TE as well as normally si-
lenced host genes (Ninova et al., 2019). H3K9me3 deposition de-
pends on H3K9me2, and its accumulation at promoters of cell cy-
cle genes impairs proliferation of neural progenitors (Pappa et al.,
2019). H3K9me3 has also been observed at bivalent promoters in
trophoblast, extraembryonic endoderm stem cells and cultured ESCs
(Voigt et al., 2013).

Nevertheless, as for H3K27me3, marking by H3K9me3 is not always
coupled with transcriptional repression. Enrichment of H3K9me3 to-
wards the 3’ end is observed in heterochromatin-residing and ac-
tive genes in the fruit fly, with loss of H3K9me3 followed by down-
regulation of these genes (Ninova et al., 2020, Riddle et al., 2011).
H3K9me3 also marks, in combination with H3K36me3, the 3’ exons
of zinc finger genes (Blahnik et al., 2011). In contrast, enrichment
of H3K9me3 at the TSS of actively transcribed genes was early re-
ported only in cancer cells (Wiencke et al., 2008). A very recent study
has re-evaluated the role of this modification at promoter regions, as
well as its context- and enzymatic-dependent deposition during de-
velopment (Burton et al., 2020). In the earliest stages of mouse de-
velopment, SUV39H2-driven deposition of H3K9me3 at the TSS was
actually found compatible with active gene expression, especially in
the case of genes de novo marked in the paternal genome at the
zygotic stage (Burton et al., 2020). On the other hand, embryos
with forced expression of Suv39h1wt (but not of Suv39h1mut, nor
Suv39h2) do not down-regulate two-cell stage-specific genes, accu-
mulate precocious constitutive heterochromatin and fail to reach the
blastocyst stage. Overall, this suggests a distinct role of early and
late appearance of heterochromatic H3K9me3 during development,
and highlights an unappreciated non-repressive function of this his-
tone mark at promoter regions.
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CHAPTER 1

A general framework to understand the
relationship between expression and histone
marks

To investigate the relationship between gene expression and histone
marks from a temporal perspective, we have monitored the transcrip-
tome and the epigenome of human pre-B cells transdifferentiating
into macrophages. Analysis of these data reveals that the large
associations between gene expression and chromatin marking pre-
viously reported in steady-state conditions are partially artifactual,
mostly because of the constrained nature of the transcriptome and
the epigenome. Furthermore, modeling of the transdifferentiation
process shows that only a limited number of chromatin states ac-
tually mark the genes, in contrast to the highly combinatorial behav-
ior of histone marks previously described. Genes tend to remain in
the same chromatin state throughout the entire transdifferentiation
process, even those that undergo substantial changes in gene ex-
pression. We have also observed chromatin changes that are not
necessarily accompanied by changes in gene expression, suggest-
ing that the contribution of epigenetic modifications to cell fate tran-
sitions cannot be fully recapituted by transcriptomic profiles. We re-
port, however, a strong association between chromatin marking and
expression at the time of initial gene activation. We have been able
to determine the precise order of histone marks’ deposition at that
time, and found that only H3K4me1 and H3K4me2 appear to be de-
posited prior to gene activation. Further changes in gene expression,
comparable or even stronger than those at initial gene activation, are
instead mostly uncoupled from chromatin changes.

Borsari B., Abad A., Klein C.K., Nurtdinov R., Esteban A., Palumbo
E., Ruiz-Romero M., Sanz M., Correa B.R., Johnson R., Pérez-Lluch,
S. and Guigó R. (2020). Dynamics of gene expression and chromatin
marking during cell state transition.
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Abstract

The role of histone modifications in the regulation of gene expression remains controversial. This is partially

due to the lack of deep transcriptomics and epigenomics data on a temporal scale, so that hypotheses of

causality can be properly assessed. Here, we have generated such data at twelve time points during the

transdifferentiation of pre-B cells into macrophages. Modeling of the transdifferentiation process highlights

selective combinations of histone marks which, over time, behave in a coordinated manner, defining the ma-

jor chromatin states in which genes can be found. Changes in gene expression and histone marks strongly

correlate only at the time of initial gene activation. At this time we observe a precise order of events, with

gene expression activation preceded by H3K4me1 and H3K4me2, and followed by other canonically active

marks. Subsequent changes in gene expression, comparable or even stronger, are instead uncoupled from

chromatin changes.
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Introduction

Chromatin is the complex of DNA, histone and non-histone proteins that constitutes the chromosomes

found in the nucleus of eukaryotic cells. Post-translational modifications (PTMs) of histone proteins, to-

gether with other epigenetic features, can alter the overall chromatin structure and are thought to play a

critical role in the regulation of all DNA-based processes. In particular, interest has grown in understanding

the relationship between chromatin and transcriptional regulation.

Several histone marks have been associated with either active or silent gene expression. For in-

stance, high levels of H3K27ac and H3K4me1 are considered a feature of active transcriptional enhancers1,

whereas active promoters are typically marked by H3K4me32,3. Conversely, features of constitutive and

facultative heterochromatin correlate with levels of H3K9me3 and H3K27me3, respectively4,5. This is

strongly suggestive of an association between gene expression and chromatin modifications. According

to the histone code hypothesis6, distinct combinations of histone modifications over regulatory regions —

associated with specific arrangement of transcription factors — confer to each gene a unique temporal and

spatial transcriptional program. Based on this hypothesis, methods to predict gene expression from com-

binations of different histone marks have been developed with great accuracy, even when the predictions

are obtained in a cell type other than the one in which the model is inferred7,8.

The majority of these predictions are conducted in steady-state conditions, and therefore do not track

the association between gene expression and histone marks over time. Studies along time, however, are

essential to decipher the mechanisms behind transcriptional control and maintenance, since an appropriate

balance of stability and dynamics in epigenetic features seems to be required for accurate gene expres-

sion9. Interestingly, a number of studies in different species and biological models have highlighted a de-

gree of correlation between gene expression and chromatin marks over time substantially lower than what

previously described in steady-state conditions. For instance, during fruit fly development, around 34% of

the expressed genes lack H3K4me3 at their promoters10, while transcription can occur in the absence of

most active marks11,12. It has also been reported that, upon stimulation, changes in gene expression are

not always accompanied by changes in histone modifications13, and that chromatin marks do not repre-

sent linear measures of transcriptional activity14,15. Overall, it has been suggested that the contribution of

chromatin to gene expression depends largely on the promoter architecture of genes16.

Time-series studies have also striven to elucidate the temporal ordering in which transcription factor

(TF) binding, deposition of histone marks and RNA Polymerase recruitment occur at both enhancer and

promoter regions. For instance, it has been reported that enhancers required for hematopoietic differ-

entiation are already primed with H3K4me1 in multipotent progenitors17. However, de novo enhancers’

transcription seems to precede local deposition of H3K4me1 and H3K4me2 marks18. Furthermore, de-

position of H3K4me1 is dispensable for either enhancer or promoter transcription, and does not affect the

maintenance of transcriptional programs19,20.

Nevertheless, most time-series studies so far have monitored a few histone modifications in a limited

number of time-points. To address these limitations, here we have generated gene expression profiles and
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maps of nine histone modifications at twelve time-points along a controlled cellular differentiation process:

the induced transdifferentiation of human BLaER1 cells into macrophages21. BLaER1 is a human B-cell

precursor leukemia cell line, stably transfected with a construct containing cEBPα fused with the estrogen

hormone receptor binding domain21. These cells are able to transdifferentiate into functional macrophages

at a high efficiency rate upon induction with beta-estradiol, which induces the internalization of the tran-

scription factor into the nucleus, promoting massive transcriptomic changes. We believe that the data that

we have generated constitutes an unprecedented resource in the field of time-series transcriptional and

chromatin studies.

Analysis of these data reveals that the large steady-state associations between gene expression and

chromatin marking previously reported are partially artifactual, and mainly arise from the constrained na-

ture of the transcriptome and the epigenome. We found that only a limited number of combinations of

histone modifications are actually marking the genes, defining the major genic chromatin states in the hu-

man genome. Genes tend to remain in the same state throughout the entire transdifferentiation process,

even those that change expression substantially. We have also observed substantial chromatin changes

that are not necessarily accompanied by changes in gene expression, suggesting that epigenetic modifica-

tions contribute to cell state in a manner that cannot be fully recapituted by gene expression. We did find,

however, a strong association between chromatin marking and expression at the time of initial gene activa-

tion. We have been able to determine the precise order of histone modifications at that time, and found that

only H3K4me1 and H3K4me2 appear to be deposited prior to gene activation. Further changes in gene

expression, comparable or even stronger than those at gene activation, seem to be mostly uncoupled from

changes in histone modifications.

Results

A rich resource for time-series analysis of chromatin and gene expression dynamics

To investigate the temporal interplay between transcriptional activity and chromatin marking during the

transdifferentiation of BlaER1 cells into macrophages21, we monitored this process at 12 time-points, from

0 to 168 hours post-induction (p.i.) (Figure 1a). Reciprocal regulation of B-cell and macrophage antigens

CD19 and Mac-1, respectively, was assessed by flow cytometry throughout the process (Supplementary

Figure 1a). For each time-point we characterized, in two biological replicates, the whole cell RNA-seq gene

expression profiles and the ChIP-seq maps of nine histone post-translational modifications. Besides the

six marks (H3K4me1, H3K4me3, H3K27ac, H3K27me3, H3K36me3 and H3K9me3) endorsed by the ref-

erence epigenome criteria (International Human Epigenome Consortium, http://ihec-epigenomes.

org/research/reference-epigenome-standards/), we have profiled H3K4me2, H3K9ac and

H4K20me1 (Figure 1b). This has allowed us to characterize the interchange between different degrees

of lysine four methylation over time, but also to compare acetylation patterns on distinct lysine residues,

and to explore the alternation of broad marks over actively transcribed gene bodies. In addition, we have
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generated, for each time-point, ChIP-seq profiles of the transcription factor cEBPα, RNA-seq data from the

cytosol and the nucleus, as well as riboprofiling and proteomics maps (Correa et al., in preparation).

To avoid any bias due to differences in the transdifferentiation process between experiments, a crucial

component of our experimental design is that the RNA and the chromatin to perform immunoprecipitations

with all histone marks were obtained from the same pool of cells in each biological replicate (see Methods).

To efficiently and reproducibly analyze the wealth of data generated in a controlled environment, we de-

veloped ChIP-nf (https://github.com/guigolab/chip-nf), a pipeline implemented in NextFlow22

(see Methods).

Gene expression recapitulates transdifferentiation more accurately than chromatin

To characterize gene expression and histone modifications’ profiles during the pre-B cell transdifferentiation

process, we selected 12,248 genes — out of 19,831 protein-coding genes annotated in Gencode23 version

24 — that were either expressed in at least one time-point (≥ 5 TPM, 10,696 genes), or silent all along

the process (0 TPM in all time-points, 1,552 genes) (Supplementary Figure 1b). Within expressed genes,

we identified 8,030 genes characterized by significant changes in their expression profiles over time (differ-

entially expressed, DE; Supplementary Figure 1b; see Methods). Half of these genes are down-regulated

during the process, 25% are up-regulated, and for the remaining 25% we observed transient increases

(peaking) and decreases (bending) in expression. 2,666 expressed genes do not display changes in ex-

pression over time (stably expressed).

For every gene in these sets, we also computed the level of each histone modification at a specific

time-point, either over the gene body in the case of H3K36me3 and H4K20me1, or at promoter regions

(± 2 Kb with respect to the transcription start site) for the remaining marks (Supplementary Figure 1c, see

Methods). Roughly all expressed genes are marked by the canonical active histone modifications, whereas

the proportion of silent genes showing peaks of these marks is low, except for H3K4me1 and H3K4me2

(Supplementary Table 1). Unexpectedly, marks typically associated with silent transcription (H3K9me3 and

H3K27me3) are not abundant in either expressed or silent genes.

To visually summarize the gene expression and individual histone modification profiles during transd-

ifferentiation, we performed Principal Component Analysis (PCA), in which we plotted the 12 time-points

based on these profiles (Figure 1c). Even though the PCA was performed jointly on gene expression and

all chromatin marks — which show different patterns of variation —, the first two principal components

(PC1 and PC2) still capture about one fifth of the total variance of the data. Whereas gene expression is

able to recapitulate the process in the space of the first two principal components, the chromatin marks

are less resolutive, with H3K27ac, H3K9ac and H4K20me1 showing the clearest trends. The trajectory of

gene expression in the PCA space suggests that the process occurs in two different transcriptional phases,

with PC1 explaining the main differences between pre-B cells and macrophages, and PC2 representing

early transcriptional changes within the first 24 hours of transdifferentiation. Instead, for several chromatin

marks we observed parabolic trajectories, with PC2 mainly separating the intermediate stages of transdif-
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Figure 1
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Figure 1: Global behaviour and relationship between chromatin and expression during transdifferentia-
tion — See also Supplementary Figures 1-2,6; Supplementary Tables 1-2. a: The transdifferentiation of human pre-B
cells into macrophages lasts a period of seven days, which we monitored at twelve time-points. b: We have performed
ChIP-seq of nine histone modifications and RNA-seq in whole-cell fraction, at twelve time-points along the process of
transdifferentiation. All experiments were performed in two biological replicates. c: Trajectories of transdifferentiation
derived from a Principal Component Analysis performed jointly on time-series gene expression and chromatin marks’
profiles. d: Correlations between levels of gene expression and histone marks. For a given mark and for each of the
twelve time-points, we computed the steady-state Pearson r value between the vector of expression levels and the
vector of chromatin signals corresponding to the 12,248 genes. These twelve correlation values are represented by
single dots, the size of the dot being proportional to the hours of the corresponding time-point. The median Pearson
r values for each mark are: H3K27ac: 0.67; H3K9ac: 0.72; H4K20me1: 0.59; H3K36me3: 0.72; H3K4me3: 0.70;
H3K4me1: 0.51; H3K4me2: 0.61; H3K9me3: -0.07; H3K27me3: -0.17. In the case of time-course correlations, we
obtained a Pearson r value for each expressed gene, and the distributions for all genes are represented by violin and
box plots. Median Pearson r values across genes for each mark are: H3K27ac: 0.41; H3K9ac: 0.44; H4K20me1:
0.45; H3K36me3: 0.43; H3K4me3: 0.29; H3K4me1: 0.10; H3K4me2: 0.10; H3K9me3: 0.13; H3K27me3: -0.03.

40



i
i

“thesis” — 2020/12/17 — 10:36 — page 41 — #53 i
i

i
i

i
i

ferentiation from the differentiated cell types. Genes contributing to PC1 are mostly up- or down-regulated

(Supplementary Figure 1d), and display significant enrichment in Gene Ontology terms associated with

immune response and cell motility (Supplementary Table 2). Instead, PC2-contributing genes perform

functions related to nucleic acids metabolism and protein modification (Supplementary Table 2), and com-

prise a large proportion of genes either displaying no changes in gene expression, or presenting transient

increases or decreases (Supplementary Figure 1d). Taken all together, these results suggest that while

there are major changes in gene expression and chromatin leading from one differentiated cell type to an-

other (PC1), there are also changes that may be involved in a transient de-differentiation from pre-B cells

into an intermediate state, and in the re-differentiation into macrophages (PC2), with a distinct contribution

of expression and chromatin marks.

The association between chromatin marking and gene expression is overestimated by cor-

relations computed in steady-state conditions

We computed, at each time-point, the steady-state correlation between levels of expression and histone

modifications across the set of 12,248 genes (Figure 1d). As previously observed, we found a strong

positive correlation for most active marks (median Pearson r value across time-points between 0.51 and

0.72), and a (weak) negative correlation for the repressive marks H3K9me3 and H3K27me3 (-0.07 and

-0.17, respectively). However, when computing, for individual genes, the correlation between expression

and chromatin profiles through time (time-course correlations), the values are substantially lower for active

marks (median Pearson r ranging between 0.10 and 0.45), and higher for repressive marks (0.13 and -

0.03 for H3K9me3 and H3K27me3, respectively; Figure 1d). Remarkably, for H3K9me3 the time-course

correlation with expression is positive, in contrast to what has been previously described24, and that we

also measured in steady states.

It appears, therefore, that correlations measured in steady-state conditions artificially inflate the true

degree of association between gene expression and chromatin modifications. This can be dramatically

seen by randomizing the real temporal association between gene expression and chromatin marks. Within

each gene’s time-series profile, we permuted histone modification levels among time-points, while keeping

the actual gene expression values (see Methods; for an example with H3K4me3, compare upper and

lower panels in Supplementary Figure 2a). As expected, the average time-course correlation is zero for

all marks (Supplementary Figure 2b). However, the steady-state correlations are unexpectedly large for

canonically active marks upon randomization, despite the fact that any meaningful association between

gene expression and chromatin marks has been eliminated (Supplementary Figures 2a lower panel and

2b). This is likely due to a considerable fraction of genes displaying stable expression and chromatin

profiles over time, which are either relatively highly expressed and marked (housekeeping genes)25, or

silent and not marked. Indeed, after removing the genes with silent or stable expression profiles over time,

the steady-state correlations (Supplementary Figure 2c) are lower compared to those computed on the

entire set of genes (Figure 1d), and become more similar to the time-course correlations.
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Genes are characterized by a limited number of major chromatin states, which are more

stable than expression

Next, we investigated the dynamics of chromatin marking during transdifferentiation. Towards that end, we

summarized the chromatin state of each gene at each time-point, by building a multivariate Hidden Markov

Model (HMM) on the signal of the nine histone marks along the twelve transdifferentiation points. More

specifically, we produced a segmentation of the transdifferentiation time by assigning a given chromatin

state to each gene at each time-point. This is in contrast to previous uses of HMMs in the field, where

the segmentation is produced along the genome sequence by assigning a given chromatin state to every

genome interval26–30. We explored configurations with up to twenty different states, and found that five

states are a good compromise between optimizing the likelihood of the model and the number of states

capturing the epigenetic status of genes (Supplementary Figure 3a and Figure 2a, see Methods). These

five states correspond to the major combinations of histone modifications in which genes can be found

(major chromatin states): a) absence of marking (with the exception, in some cases, of moderate marking

by H3K9me3), b) low marking (mono and di-methylation of H3K4), c) bivalent marking (mostly marking by

H3K4me1, H3K4me2 and/or H3K27me3), d) canonical active marking (all canonical active marks) and e)

strong canonical active marking in the presence of H3K9me3 signal. These states (from a to e) correspond

to increasing marking by canonically active histone modifications, with the exception of the bivalent marking

state (c), which is also characterized by high H3K27me3 signal. These results suggest that only a limited

number of combinations of marks can co-occur in a given gene at a given time-point. They also suggest

that marking by H3K4me1 and H3K4me2 appears to be a precondition for marking by any other active

histone modification, since for none of the configurations that we have explored, we have found states

in which there is marking by an active histone modification without H3K4me1 and H3K4me2. The most

frequent states among expressed genes are active and strong active marking (d and e, respectively), while

the most frequent state among silent genes is absence of marking (a) (Supplementary Figure 3b).

Hierarchical clustering of genes based on the sequence of the five states along the twelve time-points

revealed a limited number of temporal chromatin state profiles (Figures 2b-c). Most of the genes remain in

the same chromatin state during transdifferentiation (constant state profiles), irrespective of whether they

are stably (79%) or differentially expressed (70%) during transdifferentiation (Figure 2d, left panels). Thus,

during the process, most changes in gene expression are not accompanied by chromatin changes.

Of the remaining genes, the vast majority (90%) go over just one-state transition during transdifferenti-

ation. When considering DE genes, these transitions are generally associated with the expected transcrip-

tional changes (Figure 2c). Transitions from weaker to stronger active chromatin marking are accompanied

by increases in gene expression (Figure 2c, upper side; Figure 2d, middle panels), while transitions from

stronger to weaker active chromatin states are accompanied by decreases in gene expression (Figure 2c,

lower side; Figure 2d, right panels). However, while transitions from active to strong active marking states

(and vice versa) are more numerous, the corresponding fold changes in gene expression are lower, com-

pared to transitions from low marking to active marking states (and vice versa). We observed activating
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Figure 2
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Figure 2: Genes are characterized by a limited number of major chromatin states, which are more stable
than expression — See also Supplementary Figure 3. a: A five-state multivariate HMM. Each state is defined by
a combination of histone marks. We report the histone marks’ signals corresponding to each state. The states are
sorted by increasing level of marking averaged over the nine histone modifications, with a and e states characterized
by the lowest and highest average level of marking, respectively. b: Heatmap representing the hierarchical clustering
of the HMM profiles built along the transdifferentiation process for the 12,248 genes. c: Arc diagram representing
the types of state transitions observed in the HMM-sequence profiles of DE genes. The size of the arrow base is
proportional to the number of genes reporting a given transition. Only transitions involving ≥ 10 genes are shown.
We tested, for the sets of genes reporting each type of transition, the significance in gene expression fold-change
(FC) (Wilcoxon Rank-Sum paired test, two-sided). The color of the arrow represents the average FC among genes
experiencing a given transition. Transitions characterized by no significant changes in expression FC (Benjamini-
Hochberg FDR ≥ 0.05) are represented by gray arrows. Upper panel: transitions from weaker to stronger active
chromatin marking. Lower panel: transitions from stronger to weaker active chromatin marking. d: Examples showing
different HMM states along transdifferentiation. For each gene, expression and chromatin tracks from one biological
replicate are displayed, as well as normalized line plots averaging the signal from the two replicates. Profiles of HMM
states for the three genes are shown at the bottom. Left panels: example of an up-regulated gene (NUCB1) with
a constant HMM state profile along transdifferentiation. Middle panels: example of an up-regulated gene (CCR5)
transitioning first from absence of marking state (a) to low marking state (b), and from this to active marking state
(d). Right panels: example of a down-regulated gene (MCAM) transitioning from active marking state (d) to bivalent
marking state (c).
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transitions from the absent state mainly to the low marking state, further supporting the fact that marking by

H3K4me1 and H3K4me2 is a prerequisite for the deposition of any other active histone modifications. On

the other hand, we did not observe transitions from the strong active marking state to absence of marking,

suggesting that the erasing of chromatin marks is not as an efficient process as its deposition.

Analysis of individual histone marks confirmed the HMM results. We determined whether the marks’

signals are stable or variable over time, analogously to what was done for gene expression profiles. The

majority of genes present, indeed, stable chromatin profiles during transdifferentiation, even when focusing

only on the differentially expressed ones (Supplementary Table 3, left side; Figure 3a). Lysine acetylation

(H3K27ac and H3K9ac) is the most dynamic signal (Supplementary Table 3, left side). Still, around 35%

of DE genes show no changes in histone acetylation, despite being marked. Unexpectedly, only 8.5% of

DE genes show changes in H3K27me3 throughout the process, although roughly half of them are down-

regulated. Conversely, for a smaller number of silent and stably expressed genes we observed significant

variations in their chromatin profiles over time (Supplementary Table 4, Figures 3b-c), comparable or even

larger than for DE genes (Supplementary Figure 3c), although no changes could be detected in their ex-

pression profiles. We observed, in general, that differentially marked genes display clearer transdifferenti-

ation trajectories compared to genes that are stably marked (Supplementary Figure 3d), further supporting

that the contribution of gene expression and chromatin marks to cell state is not fully overlapping.

Chromatin marking is associated with expression specifically at the time of gene activation

The limited number of chromatin HMM states indicates a coordinated behaviour of histone modifications.

To investigate this behaviour at the resolution of individual marks and how it relates to gene expression,

we first determined the type of association between each mark and expression along transdifferentiation,

for each of the 8,030 genes that are differentially expressed (labels: unmarked, stably marked, positively

correlated, uncorrelated and negatively correlated; see Figure 4a, Supplementary Table 3 and Methods).

Then, we clustered the combinations of marks and types of association, and found that, in general, in a

given gene, most marks show indeed the same type of association with expression (Figure 4b). When

clustering the genes based on these combinations, we found essentially three major groups (Figure 4c,

Supplementary Figure 4a). The first and largest cluster includes 4,995 DE genes (62%), presenting either

stable or uncorrelated profiles for the majority of active marks, and absence of marking for H3K27me3

and H3K9me3 (Figures 5a-b, upper panels). The second cluster includes 2,993 DE genes (37%), showing

the canonical positive correlation between expression and most active modifications. A large proportion of

these genes lack repressive marks, but a few of them (9%) exhibit the expected negative correlation with

H3K27me3 (Figures 5a-b, middle panels). Finally, the third and smallest cluster includes 102 genes (1%)

characterized by an overall absence of both active and repressive marking, with the exception of H3K4me1

and H3K4me2 (Figures 5a-b, lower panels).

Especially in the case of up-regulated genes, these clusters mostly reflect the level of gene activation

when transdifferentiation starts (Figure 5c, Supplementary Figures 4b-c). Genes in cluster 1 are already
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Figure 3: Uncoupling of expression and chromatin marks throughout transdifferentiation — See also
Supplementary Figure 3, Supplementary Tables 3-4. a: Expression and chromatin profiles across the 12 time-points
(columns) for the set of 8,030 DE genes, distinguishing between differentially marked (DM), stably marked (SM)
and unmarked (UM) genes (rows). The profiles consist of row-normalized z-scores, computed independently for
expression and chromatin marks. b: Expression and chromatin profiles over the 12 time-points (columns) for the set
of stably expressed genes that are differentially marked for a given histone modification along transdifferentiation.
The profiles consist of row-normalized z-scores, computed independently for expression and chromatin marks. The
largest numbers of significantly variable profiles are observed for H3K27ac and H3K9ac. c: analogous representation
to Figure 3b for silent genes. In this case, H3K4me1 and H3K4me2 are the most variable marks throughout the
process.
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activated at the beginning of transdifferentiation, genes in cluster 2 are in early stages of activation or are

activated early during transdifferentiation, while genes in cluster 3 are activated late during the process.

The functions of the genes in these clusters are consistent with their level of activation at the beginning

of transdifferentiation (Supplementary Figures 4d-e). In particular, genes in cluster 3 are associated with

macrophage-specific functions, and we have found them lowly expressed and lowly marked in other cell

types but CD14+ monocytes (Supplementary Figures 4f-g). Down-regulation of gene expression, on the

other hand, appears to be largely uncoupled from chromatin changes, since most genes decreasing ex-

pression belong to cluster 1 (Supplementary Figure 4h).

Gene expression changes anticipate changes in most active marks for up-regulated genes

The results above are suggestive that the association between gene expression and histone modifications

occurs preferentially in a limited window of time during the initial stage of gene activation. Thus, to inves-

tigate the relationship between expression and chromatin marking precisely at this stage, we focused on

the set of 257 up-regulated genes that are not expressed at 0 hours p.i., and that are, therefore, specifically

activated during transdifferentiation. The vast majority of these genes (230, 89%) belong to cluster 2, that

is, they are indeed characterized by positive correlation between gene expression and active chromatin

marks. They are mostly associated with low and bivalent marking HMM states and, in 25% of the cases,

transition into stronger marking states towards the end of transdifferentiation (Supplementary Figure 5a,

upper panel).

To investigate the temporal relationship between gene activation and chromatin marking, for each up-

regulated gene and histone mark we rescaled the expression and chromatin time-series profiles to the

same range (0-100%), and identified the first time-point at which the expression level and the chromatin

signal reach at least 25%, 50%, 75% and 100% (Supplementary Figure 5b). In this way, we determined

whether active chromatin marking anticipates, co-occurs with, or follows gene expression. In contrast to

the prevalent view, we did not find that most active marks anticipate activation of gene expression. At the

first stage of up-regulation (25%), only marking by H3K4me1, H3K4me2 and H3K27ac anticipates more

often than follows activation of gene expression (Figures 6a-b), whereas for the other marks most changes

follow expression up-regulation. These differences are progressively lost towards the end of the process

(Figure 6a, Supplementary Figure 5c).

To further decipher the precise order in which active chromatin signals are established over time, we

computed, for a given mark, the fraction of genes whose changes either anticipate (Figure 6c, upper panel)

or co-occur with (Supplementary Figure 5d, upper panel) changes in each of the other six marks. When

considering 25% of up-regulation, we observed that, in general, no marks anticipate H3K4me1, indicating

that it is the first mark to increase, followed by H3K4me2 and H3K27ac (Figure 6c, upper panel). This is

consistent with the HMM analysis, which suggested that marking by H3K4me1 and H3K4me2 is a pre-

requisite for marking by other histone modifications (Figure 2a). Changes in H3K4me1, H3K4me2 and

H3K27ac most frequently precede increases in H3K9ac and H3K4me3. In all the comparisons, H3K36me3
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Figure 4: Chromatin marks show a coordinated behavior along transdifferentiation — See also Supple-
mentary Figure 4, Supplementary Table 3. a: Decision-tree approach to label each of the 8,030 DE genes based
on their chromatin marking status and its relationship with the expression profile over time. The approach is applied
independently for each of the nine histone marks. The first branch distinguishes between unmarked (absence of
peaks across all twelve time-points) and marked (presence of peaks in at least one time-point) genes. Within the
set of marked genes, it further distinguishes between stably and differentially marked genes, i.e. genes character-
ized by absence and presence, respectively, of significant (maSigPro Benjamini-Hochberg FDR < 0.05) changes in
chromatin signal along the process. Differentially marked genes are further classified into genes with positive, null or
negative time-course correlation with expression. b: We assessed the overlap between sets of genes correspond-
ing to the decision-tree labels across different histone marks (hypergeometric test). Hierarchical clustering of the
FDR values identifies three main clusters: a) genes showing expression profiles positively correlated with H3K27ac,
H3K9ac, H3K4me3, H3K36me3, H3K4me1, H3K4me2, H4K20me1, and negatively correlated with H3K27me3; b)
genes unmarked for H3K27ac, H3K9ac, H3K4me3, H3K4me1, H3K4me2, H4K20me1 and H3K36me3; c) genes
with stable or uncorrelated profiles for H3K27ac and H3K9ac, stable profiles for H3K4me3, H3K36me3, H3K4me1,
H3K4me2, H4K20me1, and unmarked for H3K27me3. The color code for the labels is analogous to Figure 4a. c:
Similar results are obtained with Cluster Correspondence Analysis, a method that combines dimension reduction and
cluster analysis for categorical data. Three-dimensional representation of the genes (analysis objects), grouped into
three clusters (color-coded) based on the combinations of histone marks and labels they display.
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Figure 5: Chromatin marking is associated with expression specifically at the time of gene activation —
See also Supplementary Figure 4, Supplementary Tables 5-6. a: Percent stacked bar plot representing, for each
of the three clusters, the proportion of unmarked, stably marked, positively correlated, uncorrelated, and negatively
correlated genes identified with respect to each histone mark. b: Examples of genes belonging to each cluster.
For each gene, expression and chromatin tracks from one biological replicate are displayed, as well as normalized
line plots averaging the signal from the two replicates. Profiles of HMM states for the three genes are shown at the
bottom. Upper panels: example of an up-regulated gene (ALDH3B1) showing stable and uncorrelated profiles for
active marking and absence of H3K9me3 and H3K27me3 along transdifferentiation. Middle panels: example of an
up-regulated gene (DAPP1) showing positively correlated profiles for active marking and absence of H3K9me3 and
H3K27me3 along transdifferentiation. Lower panels: example of a down-regulated gene (U2AF1) showing absence
of marking along transdifferentiation. c: Percent stacked bar plot reporting the proportion of up-regulated genes in
clusters 1-3 characterized by decreasing degrees of gene expression activation (bins of 10% decrement) at time-point
0h p.i. The degree of gene expression activation is defined as the ratio between the gene’s expression level at 0h
and its maximum expression level along transdifferentiation.
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and H4K20me1 follow the other marks (Figure 6c, upper panel). As observed for gene expression, this

precise order of marks’ deposition is progressively lost along transdifferentiation (Figure 6c upper panel,

Supplementary Figure 5d upper panel). Overall, this suggests that the deposition of active chromatin mod-

ifications follows a precise order at the time of initial gene activation (H3K4me1 > H3K4me2 > H3K27ac >

expression > H3K9ac > H3K4me3 > H3K36me3 > H4K20me1; Figure 6d, left panel).

We performed a similar analysis with the set of 629 up-regulated genes that are already substantially

expressed at 0 hours p.i. (> 25 TPM). These genes belong mostly to cluster 1 (389, 62%), that is, their

expression profiles are uncoupled from changes in chromatin marking, and they actually remain in active

chromatin states during transdifferentiation (Supplementary Figure 5a lower panel). For these genes we

did not find preservation in the pattern of chromatin deposition with respect to expression (Supplementary

Figure 5e), nor in the deposition of the marks (Figure 6c lower panel; Figure 6d right panel; Supplementary

Figure 5d lower panel).

A model to explain the coupling between transcription and chromatin marking over time

Altogether, our results show that the canonical association between histone modifications and gene ex-

pression mainly occurs in a limited window of time preceding and following initial gene activation. We

specifically propose a model (Figure 7a) in which the activation of gene expression is anticipated by de-

position of H3K4me1, H3K4me2 and, less frequently, of H3K27ac at promoter regions. The deposition of

other marks typically enriched either at promoters (H3K9ac, H3K4me3) or over the gene body (H3K36me3,

H4K20me1) is concomitant to or, more often, follows (and may be induced by) gene activation. After this

initial stage of gene activation, further changes in gene expression, comparable or even stronger, appear

to be mostly uncoupled from changes in histone modifications (Figure 7b, compare left and right panels).

This model explains our observations well. The patterns of association between chromatin marking

and gene expression (as defined in Figure 4a) for genes in different degrees of activation when transdif-

ferentiation starts (0h p.i.) reflect how this association changes as gene activation proceeds (Figure 7c).

Up-regulated genes that are silent when transdifferentiation starts (mostly in cluster 3) lack almost all “ac-

tivating” histone modifications, possibly with the exception of H3K4me1 and H3K4me2 (i.). Up-regulated

genes in cluster 2 that are lowly or not activated at 0h show mostly correlated patterns of expression and

chromatin marking. In these genes, most marks, with the exception of H3K4me1, H3K4me2 and H3K27ac,

follow rather than anticipate expression (ii., see also Figure 7b, left panel). As we consider genes with

increasing degrees of activation at 0h (and thus, in increasingly advanced states of activation), the fraction

of genes with correlated patterns of expression and chromatin marking decreases, while the fraction of

genes with stable or uncorrelated chromatin profiles (iii. and iv.) proportionally increases. The temporal

order of activation of marks observed in early activation stages is also gradually lost. Finally, for genes in

cluster 1 (v.), which are already highly active when transdifferentiation starts, changes in gene expression,

even if substantial, are mostly uncoupled from chromatin marking, showing uncorrelated or stable profiles

(see also Figure 7b, right panel).
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Figure 6
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Figure 6: Gene expression changes anticipate changes in most active marks for up-regulated genes. —
See also Supplementary Figure 5. a: Alluvial plot describing, for each of the seven canonical active histone marks,
the number of genes, out of 257 genes activated during transdifferentiation (i.e. up-regulated genes not expressed
(< 1 TPM) at 0 hours p.i.), for which the up-regulation in a given mark’s signal anticipates (light green), co-occurs
with (green) or follows (dark green) gene expression up-regulation. For more details see Supplementary Figure
5b. The flow lines indicate the number of genes exchanged among the three groups across increasing degrees of
up-regulation. b: Lag (hours) between 25% up-regulation in histone marks’ signal and expression level for the 257
selected up-regulated genes. Negative lags correspond to changes in chromatin marks anticipating changes in gene
expression; positive lags correspond to changes in chromatin marks following changes in gene expression. c: Upper
panel: Heatmaps reporting the proportion (%) of genes activated during transdifferentiation whose changes in the
chromatin mark on row i anticipate changes in the chromatin mark on column j. Like in the previous analyses, we
considered four subsequent degrees of up-regulation (25%, 50%, 75% and 100%). e.g. the fraction reported in cell
[row 1, column 2] of the first heatmap (25%), corresponds to the percentage of genes for which the 25% up-regulation
in H3K4me1 signal (yellow - row 1) anticipates the 25% up-regulation in H3K4me2 signal (ochre - column 2). Lower
panel: analogous to upper panel for the 629 up-regulated genes already expressed (> 25 TPM) at 0h p.i. For this
latter set of genes there is not a precise order of increase in chromatin marks. d: Mean and standard deviation of
time-series expression and chromatin profiles for the 257 (left panel) and 629 (right panel) up-regulated genes that
are not expressed and highly expressed, respectively, at 0 hours p.i. The expression and histone marks’ time-series
profiles of each gene were re-scaled to a 0-100% range prior to the analysis. We highlight in black the time-points at
which the mean value is ≥ 25%.
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Figure 7: A model to explain the coupling between transcription and chromatin marking over time. a:
According to our model, chromatin marking correlates with expression specifically during the first stage of gene
activation, and the deposition of histone marks follows a specific order. Further changes in gene expression that
happen later in time are mostly uncoupled from chromatin marking. b: Examples of up-regulated genes inactive
(CCL2) and highly active (FTL) at the beginning of transdifferentiation. For each gene, expression and chromatin
tracks from one biological replicate are displayed, as well as normalized line plots averaging the signal from the
two replicates. Profiles of HMM states for the two genes are shown at the bottom. Left panels: for CCL2, most
active histone modifications follow gene activation, with the exception of H3K4me1 and H3K4me2, which anticipate
it. Right panels: for FTL, most active histone modifications remain stable along transdifferentiation, even though its
absolute increase in expression is much higher than that of CCL2. c: Percentage (%) of unmarked, stably marked,
positively correlated, uncorrelated and negatively correlated profiles within cluster 3, cluster 2 (0-25%, 25-75%, 75-
100% activation level), and cluster 1 up-regulated genes. Positively correlated genes are further separated into genes
whose histone mark’s up-regulation anticipates, co-occurs with or follows gene expression up-regulation.
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Discussion

Epigenetics was initially defined as “the branch of biology that studies the causal interactions between

genes and their products which bring the phenotype into being”31. In a more contemporary definition, “an

epigenetic trait is a stably heritable phenotype resulting from changes in a chromosome without alterations

in the DNA sequence”32. The epigenetic mechanisms leading to the development of an individual or

to the differentiation of a cell lineage from the unique genotype of the organism have been largely studied

during decades. Although initial references to the mechanisms by which epigenetics promotes cell memory

and leads cell fate did not relate to its ability to regulate gene expression, a causative role for epigenetic

modifications in controlling transcription has been later pointed out (see 33,34 for reviews about different

aspects related to epigenetics and its role in regulating gene expression), and it has even been shown that

some epigenetic features, such as histone modifications, are accurate predictors of gene expression7,8,35

and the other way around36.

However, the causal/consequential relationship between chromatin modifications and gene expression

represents a long-standing discussion37, and a number of reports have challenged the causal role that has

been broadly attributed to chromatin modifications11,19,38,39. Still, and despite the efforts dedicated to this

problem and the vast literature produced, the actual relationship between histone modifications and the

regulation of gene expression remains unsolved.

This is partially due to the few available studies in which gene expression and histone modifications have

been both consistently monitored through time in a given dynamic system. Differentiation models are suit-

able to study the relationship between gene expression and chromatin marking, as they provide a dynamic

system that allows to decipher the order of the events. In this work, we have used the transdifferentiation of

BLaER1 cells (pre-B cells) into macrophages, a model that has proven to be highly efficient21, and we have

generated high-quality data on the transcriptome and the epigenome in twelve time-points along the seven

days the transdifferentiation process lasts. Our analysis of these data has uncovered some fundamental

features of chromatin organization in human genes and of the relationship between gene expression and

histone modifications.

Our analyses have also contributed to a better understanding of the molecular events underlying trans-

differentiation of pre-B cells into macrophages. Despite the fact that, to our knowledge, there is no retro-

differentiation during the process21,40, the joint PCA of gene expression and chromatin marks suggests

that BLaER1 cells undergo an intermediate state (Figure 1c). This intermediate state is characterized by

chromatin changes not accompanied by changes in gene expression (Supplementary Figure 6), and vice

versa by changes in gene expression not associated with chromatin changes (Supplementary Figure 6a).

Although it is often assumed that the transcriptome is the main determinant of cell state, these results

suggest that epigenetic modifications contribute to cell state in a manner that cannot be fully recapituted by

gene expression. Thus, neither the epigenome nor the transcriptome can be fully predictive of one another.

Consistently, we found that the association between gene expression and chromatin modifications is

overall weaker than reflected by the correlations reported so far, which have been mostly computed in a
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particular steady-state cellular condition (Figure 1d). These artifactually strong correlations result from the

largely constrained nature of the human epigenome and transcriptome. In particular, a large fraction of

genes in the human genome (likely more than 50%25) are either invariably silent and not marked, or ex-

pressed and marked across most cellular states. Genes with stable epigenomes and transcriptomes drive

the correlations to large values when computed in a particular cell condition, and explain why models re-

lating gene expression to histone modifications inferred in a particular cell type have high predictive power

in other cell types7,8,35,36, even though there is no true causality involved in the relationship between chro-

matin and expression. The steady-state correlations represent an example of the Sympson’s paradox41, by

which the data can show different or even opposite behavior if subgroups within the dataset are considered.

HMMs have been widely used to summarize patterns of combinations of multiple histone modifications

into a limited number of chromatin states. However, in most cases so far, they have been used to segment

the genome sequence26–30. Here, instead, we used them, we believe for the first time, to segment time

along a dynamic differentiation process. The HMM segmentation reveals that, even though the number

of possible histone combinations is very large (if nine histones are considered, 29 = 512 combinations

are possible), most genes are actually found in one among only about five major states (Figure 2a). This

challenges to some extent the notion of a histone code6. Further supporting the limited number of genic

chromatin states, we found that marks act in a coordinated manner, meaning that genes showing a stable

profile for one histone modification tend also to present stable profiles of the other marks, and that genes

showing absence of one active mark tend to be void of all positive modifications (Figures 4b-c, Supplemen-

tary Figure 4a). Most genes remain in the same chromatin state during transdifferentiation, irrespective

of whether they are or not differentially expressed, explaining the low correlation between gene expres-

sion and chromatin marks throughout time. Analysis of individual histone modifications further uncovered

two unexpected findings regarding the chromatin marks typically associated with gene silencing. First,

we observed that, although roughly 4,000 genes are down-regulated during the process, only 10% of them

present H3K27me3 marking in at least one time-point, indicating that the majority of genes that are silenced

along transdifferentiation do not depend on Polycomb repression. Second, we saw that H3K9me3 marking

at transcription start sites is associated more frequently with active transcription than gene silencing (see

Supplementary Table 3, right side), contrary to what has been previously reported24. Actually, H3K9me3

at the transcription start site has been previously related to active expression in malignant cells42. Fur-

thermore, these analyses also allowed us to identify a number of silent or stably expressed genes along

transdifferentiation that show changes in chromatin marking (Figures 3b-c).

While there is a general lack of coupling between gene expression and chromatin marking, there is

a temporal relationship between gene expression and the different histone modifications at the time of

gene activation. We propose a model (Figure 7a) in which activation of gene expression is anticipated by

deposition of H3K4me1, H3K4me2, while deposition of other marks is concomitant or, more often, follows

gene activation, being the gene body marks the last ones to be incorporated. The order of chromatin

marking in our model is in agreement with the observed deposition of histone modifications upon induction
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of gene expression in human melanoma cells43, and with the notion that the methylation of some histone

residues depends on the transcription machinery39. While we observed that certain modifications, such

as H3K4me1/2 and H3K27ac tend to anticipate gene expression, this does not necessarily mean that they

are the cause of transcription initiation. Actually, we have also observed particular cases in which these

marks are deposited post-activation (for an example see Figure 5b, middle panels). After the initial stage

of gene activation, further changes in gene expression, even if substantial, appear to be mostly uncoupled

from changes in histone modifications (Figure 7b). It is tempting to speculate that after the initial burst of

transcription, histone residues are saturated with modifications, and that therefore, any further up-regulation

of gene expression cannot possibly be accompanied by increased levels of histone modifications.

We do have identified a small set of genes that are expressed in the absence of any histone modification,

with the exception of H3K4me1 and H3K4me2 (Figures 4c, 5a-b lower panels). A few of these are activated

later during the transdifferentiation process, and therefore we lack the temporal resolution to detect post-

activation marking. Still, many of these genes are down-regulated or stably expressed, and are unmarked

even at the beginning of transdifferentiation (for an example see Figure 5b, lower panels). Gene activation

without histone modifications has been previously observed for developmentally regulated genes in the fruit

fly12.

Here we have focused specifically on the dynamics of chromatin modifications during up-regulation.

Our results suggest that down-regulation appears to be largely uncoupled from chromatin changes (Sup-

plementary Figure 4h). However, while RNA sequencing-inferred expression levels can be used to approx-

imately identify the time at which a gene is initially activated, differences in RNA stability may confound

the identification of the time-point at which a gene is fully inactivated. Indeed, RNAs can be detected long

after gene inactivation, for a time likely to be specific to each individual gene. Therefore, the data that

we have generated does not have the appropriate resolution to discard that this lack of coupling during

down-regulation is partially caused by the difficulty in precisely identifying the time-point at which genes

stop being expressed.

The multi-omics data that we have generated during the pre-B cell transdifferentiation into macrophages

has allowed us to address with unprecedented resolution some fundamental questions regarding the dy-

namics of chromatin marking and gene expression during cellular differentiation, and have contributed to

shed light on some long-standing questions in the field. Further mining of this data resource will certainly

contribute to a deeper understanding of the epigenetic layer of gene regulation.

Methods

RESOURCE AVAILABILITY

Materials Availability

This study did not generate new unique reagents.
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Data and Code Availability

The code generated during this study is available at https://github.com/bborsari/Borsari_et_

al_transdifferentiation_chromatin. A complete list of scripts used for each analysis described

in the section Method details can be found at https://github.com/bborsari/Borsari_et_al_

transdifferentiation_chromatin/blob/master/bin/table.scripts.tsv. When not speci-

fied in the text, the code used for a given analysis is included in the corresponding figure’s script.

RNA-seq and ChIP-seq raw and processed data from this study have been submitted to ArrayExpress

(https://www.ebi.ac.uk/arrayexpress/) under accession numbers E-MTAB-9790 and E-MTAB-

9825, respectively.

Processed data in GRCh38/hg38 assembly from this study is available for visualization at the UCSC

Genome Browser44 (http://genome.ucsc.edu/). The track data hub is available at

https://public-docs.crg.es/rguigo/Data/bborsari/hubs/ERC_human_hub/hub.txt.

A web page has also been implemented to gather all information regarding the Chromatin and Tran-

scriptomics Dynamics Project (http://rnamaps.crg.eu/). The web page provides information about

all experiments and replicates performed during the project, as well as access to the data in ArrayExpress

and the UCSC Genome Browser.

ENCODE data is freely available on the ENCODE portal (https://www.encodeproject.org/).

Experiments and files accession IDs for RNA-seq and ChIP-seq data are reported in Supplementary Tables

5 and 6, respectively.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Transdifferentiation of BLAER1 cells to macrophages

For the transdifferentiation process we made use of the Burkitt lymphoma cell line BlaER1, as described

in 21. Induction of transdifferentiation (treatment with 100 µM β-estradiol and growth in the presence of 10

nM Il-3 and 10 nM CSF-1) has been described in 45 and 46. The process was monitored at 12 time-points

(as described in 21): 0, 3, 6, 9, 12, 18, 24, 36, 48, 72, 120 and 168 hours post-induction (p.i.; Figure 1a).

METHOD DETAILS

RNA-seq library preparation and sequencing

Two independent biological replicates for each time-point were performed. Briefly, cells were lysed with

QiAzol (Qiagen, The Netherlands). Chloroform was added to each sample, and RNA contained in the

aqueous solution was isolated and purified by using RNeasy mini kit columns (Qiagen, The Netherlands).

Poly A+ libraries were prepared with 1 µg of total RNA and using TruSeq Stranded mRNA Library Prep

Kit (Illumina, USA) according to the manufacturer’s protocol. Libraries were analyzed using Agilent DNA

1000 chips to determine the quantity and size distribution, and sequenced paired-end 75-bp on an Illumina
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HiSeq 2000.

ChIP-seq library preparation and sequencing

ChIP-seq experiments of nine histone marks (H3K4me1: Abcam ab8895; H3K4me2 : Millipore 07-030;

H3K4me3: Abcam ab8580; H3K9ac: Abcam ab4441; H3K27ac: Diagenode C15410192; H3K36me3:

Abcam ab9050; H4K20me1: Abcam ab9051; H3K9me3: Abcam ab8898; H3K27me3: Millipore 07-449)

were performed in two independent biological replicates for each time-point. Cells were crosslinked with

formaldehyde 1% (Sigma) for 10’ at room temperature. The reaction was stopped by adding glycine to

0.25 M final concentration for 10’ at room temperature. Fixed cells were resuspended in 100 µL of lysis

buffer (SDS 1%, EDTA 10 mM, TrisCl 50 mM and protease inhibitors). The lysate was sonicated for 25’

using Covaris S2 system in TC12 tubes (Duty cycle 20%, Intensity 8, cycles/burst 200, water level 15).

The cleared supernatant was used immediately in ChIP experiments or stored at -80 ◦C. 5 µg of sonicated

chromatin were diluted in 900 µL RIPA buffer — H3K4me3, H3K9ac, H4K20me1, H3K27me3 and H3K27ac

(140 mM NaCl, 10 mM Tris-HCl pH 8.0, 1 mM EDTA, 1% Triton X-100, 0.1% SDS, 0.1% Na deoxycholate,

protease inhibitors) —, RIPA 2X — H3K4me1, H3K4me2 and H3K9me3 (280 mM NaCl, 10 mM Tris-

HCl pH 8.0, 1 mM EDTA, 2% Triton X-100, 0.2% SDS, 0.2% Na deoxycholate, protease inhibitors) —,

or RIPA 1X 1% triton — H3K36me3 (280 mM NaCl, 10 mM Tris-HCl pH 8.0, 1 mM EDTA, 1% Triton X-

100, 0.2% SDS, 0.2% Na deoxycholate, protease inhibitors). For H3K4me3, H3K36me3, H3K9ac and

H3K27me3 ChIPs, chromatin and antibodies were incubated overnight, rotating at 4 ◦C with 0.125-5 µg of

specific antibody and samples were then incubated for 2 hours rotating at 4 ◦C with Dynabeads protein A

for immunoprecipitation (Invitrogen) to recover the bound material. For H3K4me1, H3K4me2, H3K9me3,

H4K20me1 and H3K27ac ChIPs, antibodies were coated to protein A magnetic beads for 2 hours at 4
◦C prior to overnight incubation with chromatin. In all cases, beads were washed for 10’ three times in 1

mL of the corresponding immunoprecipitation buffer without protease inhibitors, then washed once in 1 mL

LiCl buffer (0.25 M LiCl, 0.5% NP-40, 0.5% sodium deoxycholate, 1 mM Na-EDTA, 10 mM Tris-HCl, pH

8.0), and finally washed twice in 1 mL of TE buffer (1 mM Na-EDTA, 10 mM Tris-HCl, pH 8.0). ChIPped

material was incubated with DNase-free RNase at 50 µg/mL for 30’ at 37 ◦C. Chromatin was reverse-

crosslinked by adding SDS (0.5% final concentration) and Proteinase K (500 µg/mL final concentration)

and incubated overnight at 65 ◦C. ChIPped chromatin was then purified with Qiaquick PCR purification

columns (Qiagen) following the manufacturer’s instructions. ChIP libraries were prepared with 1-5 ng of

DNA and using NebNext Ultra DNA library prep kit for Illumina (New England Biolabs) according to the

manufacturer’s protocol. Libraries were analyzed using Agilent DNA High Sensitivity chips to determine the

quantity and size distribution, and sequenced single-read 50-bp on an Illumina HiSeq 2000.

In total, 264 samples were sequenced (24 by RNA-seq, 216 by ChIP-seq, 24 by ChIP input).
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RNA-seq data processing and analysis

Data was processed using the grape-nf (https://github.com/guigolab/grape-nf) Nextflow22

pipeline. RNA-seq reads were aligned to the human genome (assembly GRCh38, Gencode annotation

version 24) using the STAR47 software version 2.4.0j . We allowed a maximum number of mismatches

equal to 4% of the read length. Only alignments for reads mapping to ten or fewer loci were reported.

Quantification of genes and transcripts was done with RSEM48 version 1.2.21. TPM calculation was per-

formed after removing mitochondrial genes.

From the set of 19,831 protein-coding genes (Gencode v24), we selected 10,696 expressed genes with

a maximum expression during transdifferentiation ≥ 5 TPM in both replicates, and 1,552 silent genes (0

TPM in all time-points and replicates). Based on this set of 12,248 genes, we quantile-normalized the ex-

pression matrices (log2-transformed TPM, pseudocount of 1) across replicates and time-points using the R

package preprocessCore49 (script: quantile.normalization.R), and obtained the mean expression

levels between replicates (script: matrix matrix mean.R).

To detect significant gene expression changes along transdifferentiation, we used the R package maSig-

Pro50 with replicates handled internally. Function p.vector() was run with default parameters: Q = 0.05,

MT.adjust = "BH", min.obs = 20 (script: maSigPro.wrapper.R). We defined as stably expressed

those genes reporting a maSigPro FDR value ≥ 0.05 (n = 2,666).

As concerns the identification of up-regulated, down-regulated, peaking and bending genes, we per-

formed a two-step classification across the 8,030 genes with significantly variable gene expression profiles.

Briefly, we first focused on profiles with at least two-fold change (in log2 scale this change corresponds to 1)

and identified monotonic up-regulations and down-regulations; peaking profiles were defined as monotonic

increases followed by monotonic decreases, bending profiles as the opposite (script: classification.

log2.pl). All other significantly variable genes with fold-change < 2 were assigned to one of these four

groups following hierarchical clustering (distance measure: euclidean; clustering method: complete; script:

classification.2.R).

ChIP-seq data processing and analysis

Data was processed using the ChIP-nf (https://github.com/guigolab/chip-nf) Nextflow22

pipeline. ChIP-seq reads were aligned to the human genome assembly (GRCh38) using the GEM51 map-

ping software, allowing up to two mismatches. Only alignments for reads mapping to ten or fewer loci

were reported. Duplicated reads were removed using Picard (http://broadinstitute.github.io/

picard/). Pile-up signal from bigWig files was obtained running MACS252 on individual replicates. No

shifting model was built. Instead, fragment length was set to 250 bp and was used to extend each read

towards the 3’ end (using the --extsize option). Pile-up signal was normalized by scaling larger sam-

ples to smaller samples (using the default for the --scale-to option) and adjusting signal per million

reads (enabling the --SPMR option). Peak calling was performed using Zerone53 with replicates handled

internally, and passed the filter for all pairs of replicates (advice: accept discretization).
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To check library complexity, we computed the fraction of non-redundant mapped reads54 (recom-

mended threshold: NRF ≥ 0.8) for each ChIP-seq experiment, and found a minimum NRF value of 0.92.

Additionally, to evaluate the global ChIP enrichment, we computed the fraction of reads in peaks54 (recom-

mended threshold: FRiP ≥ 0.01), and found a minimum FRiP value of 0.05.

The intersection / overlap analyses described below were performed with the function intersectBed

of BEDTools55 software v2.27.1.

To select the genomic location enriched, on average, in a specific histone mark (region of interest),

we focused on an up-stream and down-stream 5 Kb region (±5 Kb) with respect to the first annotated

Transcription Start Site (TSS) of the gene, and retrieved 6,063 protein-coding genes that did not overlap

any other gene body ±5 Kb. For each histone modification we then selected, among the 6,063 genes,

those with peaks in the ±5 Kb promoter region in all the 12 time-points, and computed, using the function

aggregate from the bwtool56 software (script: bwtool.aggregate.ChIPseq.sh), the mean pile-up

signal for each experiment. Based on this analysis, we decided to select as regions of interest i) the gene

body for H3K36me3 and H4K20me1, ii) ±2 Kb with respect to the TSS for all other marks (Supplementary

Figure 1c). A comprehensive catalogue of all non-redundant (same ensembl gene ID and start coordinate)

TSSs annotated for the selected 12,248 in Gencode v24 was obtained with the script non.redundant.

TSS.sh.

To compare expression and chromatin profiles over time, we quantified, for each of the nine histone

marks, the amount of pile-up signal associated with a gene at each time-point (script: get.matrix.

chipseq.sh). Briefly, if a peak was present in the region of interest of a gene at a specific time-point,

we considered the mean pile-up signal in the intersection between the peak and the region of interest,

otherwise we computed the mean pile-up value in the entire region of interest. In the presence of multiple

peaks and/or multiple regions of interest (e.g. in case of multiple TSSs annotated for the same gene), we

considered the highest of all observed values. Matrices of histone marks’ signals for the selected 12,248

protein-coding genes were quantile-normalized across replicates and time-points using the R package

preprocessCore49 as done for gene expression. For all down-stream analyses, we used the mean signal

between replicates.

Principal Component Analysis of expression and chromatin data

For this type of analysis we made use of the transposed expression and chromatin For this type of analysis

we made use of the transposed expression and chromatin matrices generated as described in sections

RNA-seq data processing and analysis and ChIP-seq data processing and analysis, respectively. There-

fore, genes (columns) and time-points (rows) were used as variables and observations, respectively. We

centered and scaled each of the ten transposed matrices independently, obtaining z-score profiles for each

time-point monitored at expression and histone marks’ level. For the joint Principal Component Analysis

(PCA) reported in Figure 1c across expression and the nine histone marks, we included as variables the

subset of 10,658 genes with non-missing (NA) z-score profiles in all ten matrices. As a consequence,
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1,590 genes were excluded from this analysis, 98% of them being the silent genes (1,552). For the PCAs

reported in Supplementary Figure 3d, we considered for each histone modification the corresponding sets

of DE genes that are either stably or differentially marked.

Analysis of the degree of correlation between expression levels and chromatin signals

Steady-state correlations between gene expression levels and each histone mark’s signals were computed

at individual time-points considering the entire set of 12,248 selected protein-coding genes. In this case,

Pearson r measured the degree of correlation between the vector of 12,248 expression levels and the vector

of 12,248 mark signals at a given time-point (Figure 1d, dots). Time-course correlations were measured,

instead, at the level of individual expressed genes. Silent genes were not considered for this analysis,

because of the zero standard deviation in their time-series expression profile (i.e. 0 TPM in all time-points).

Thus, for each gene and histone mark we obtained the Pearson r correlation coefficient between the vector

of 12 expression levels (i.e. the expression levels measured at the 12 time-points) and the vector of 12 mark

signals. The distributions of Pearson r correlation coefficients for the set of (differentially + stably) expressed

genes are depicted with box plots and violin plots in Figure 1d. Randomized steady-state and time-course

correlation coefficients were computed as described above following a 1,000-permutations scheme on each

histone mark’s matrix. Briefly, while we kept the original expression matrix, the columns (time-points) of

the matrix corresponding to a given mark’s signal were permuted without repetition 1,000 times (for an

example, see Supplementary Figure 2a, lower panel). In the case of steady-state correlations we report,

for each expression time-point, the Pearson r averaged over 1,000 rounds of permutation of chromatin

time-points (Supplementary Figure 2b, dots). In the case of correlations computed across time-points (time-

course), we computed, for each gene, the Pearson r averaged over the 1,000 rounds of permutations. The

distributions of the resulting coefficients across the set of expressed genes are depicted in Supplementary

Figure 2b (box plots and violin plots). Correlations were computed with the R function cor(). Permutations

without replacement of the chromatin time-points were performed consistently across histone marks with

the R function sample(), by setting an independent seed for each round of permutations. The correlation

values reported in Supplementary Figure 2c are an analogous exercise to Figure 1d on the set of 8,030

differentially expressed genes.

Multivariate Hidden Markov Model analysis

A multivariate Hidden Markov Model (HMM) was fitted to the entire ChIP-seq dataset to approximate the

set of underlying chromatin states reported by the 12,248 selected protein-coding genes along the transd-

ifferentiation process. Specifically, we provided as input a matrix of dimensions 146,976 rows × 9 columns,

which collected for each gene and time-point (12,248 genes, 12 time-points) the signal of each of the

9 histone marks after quantile normalization (for a description of these calculations see previous section

ChIP-seq data processing and analysis). The collective behavior of the nine histone marks along the twelve

time-points was modelled as an independent time-series for each gene, using Gaussian distributions. The
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model then reprocessed each gene’s data to estimate the chromatin state of each gene at each time-point,

and provide a time series of chromatin states for each gene. HMM was performed using the R package dep-

mixS457, in particular functions depmix(), fit() and posterior() (script: HMM.wrapper.marks.R).

We repeated the analysis for increasing numbers of states (between 2 and 20), and recorded the log

likelihood of each model (the 20-states model reached the maximum number of iterations in EM without

convergence). We found that somewhere between five and eight states approximate the elbow point of

the log likelihood curve (Supplementary Figure 3a), and observed that the combinations of histone marks

represented by five states were consistent with manual inspection of pile-up histone marks profiles in the

UCSC genome browser. We thus set for five states. The response parameters of the nine histone marks

corresponding to each of these states are reported in Figure 2a. In this case, the Intercept values of each

histone mark across the five states were re-scaled to a range 0-1 to enable the comparison among differ-

ent states and marks. HMM sequence hierarchical clustering across the 12,248 genes was performed with

the TraMineR58 and pheatmap (https://github.com/raivokolde/pheatmap) R packages (cluster-

ing distance: euclidean, clustering method: Ward.D2). The arc diagram representation in Figure 2c was

obtained with the R package arcdiagram (https://github.com/gastonstat/arcdiagram).

Decision-tree labelling

In the Methods section ChIP-seq data processing and analysis we introduced the distinction between genes

with and without peaks of a given mark at a given point in the region of interest (gene body for H3K36me3

and H4K20me1; TSS ±2 Kb for all other marks). Following this first assessment, we classified as unmarked

those genes that were consistently unmarked throughout the whole process of transdifferentiation, i.e. with

no peaks called at any time-point in the region of interest. Conversely, marked genes reported peak calls

of a given mark in the region of interest in at least one time-point (Figure 4a).

Within the set of marked genes, we defined as stably marked (SM) those that did not report significant

changes detected by maSigPro50 over time (FDR ≥ 0.05). On the contrary, differentially marked (DM)

genes reported significant changes in a given mark’s profile over time (FDR < 0.05). To ensure a multiple

testing correction procedure consistent among the nine marks and also with respect to gene expression,

maSigPro was run, as described for gene expression (default parameters, replicates handled internally),

on the initial set of 12,248 genes, which also included unmarked genes.

The next branch of classification (Figure 4a) was applied only to the set of differentially marked genes

that are also differentially expressed. To ensure consistent results among histone marks, the following mul-

tiple testing correction procedures were always applied to the set of 8,030 DE genes. For each DE gene,

we computed at each time-point the breadth of a given mark’s signal, defined as the fraction of the gene’s

size (from the first annotated region of interest until the last annotated Transcription Termination Site, TTS)

covered by peaks of the mark. We refer to this vector of length 12 as the mark’s coverage vector. We

next considered i) Pearson r correlation coefficient between the time-series expression levels and mark’s

signals; ii) Pearson r correlation coefficient between the time-series expression levels and mark’s coverage
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values; iii) statistical significance of the Needleman-Wunch (NW) dynamic time warping alignment be-

tween the time-series expression levels and mark’s signals (following Benjamini-Hochberg multiple testing

correction; script: p-adjust.R). We used as input for the NW alignments (scripts: NW.alignment.

path.R, NW.bidirectional.matches.py) the z-score profiles of expression and mark obtained after

applying polynomial regression (degree = 2) on the original matrices (scripts: loess.polynomial.

regression.R, NW.generate.input.matrix.sh). This procedure was applied to remove the noise

due to occasional fluctuations in signal over time. A permutation p value for each gene was computed

(script: NW.pvalue.permutation.test.py), based on a 100,000-permutations scheme (script: NW.

alignment.permutations.R). To classify a gene as positively correlated, we required at least two of

the following conditions: i) Pearson r correlation coefficient between the time-series expression levels and

mark’s signals ≥ 0.60 and FDR < 0.05; ii) Pearson r correlation coefficient between the time-series expres-

sion levels and mark’s coverage values ≥ 0.60 and FDR < 0.05; iii) NW alignment between the time-series

expression levels and mark’s signals with FDR < 0.05. For negatively correlated genes, we required at

least two of the following conditions: i) Pearson r correlation coefficient between the time-series expres-

sion levels and mark’s signals ≤ -0.60 and FDR < 0.05; ii) Pearson r correlation coefficient between the

time-series expression levels and mark’s coverage values ≤ -0.60 and FDR < 0.05; iii) NW alignment be-

tween the time-series expression levels and mark’s signals with FDR ≥ 0.05. Genes that did not meet

these requirements were classified as uncorrelated. The same decision-tree classification was performed

independently for each of the nine histone marks, to ensure comparable results among all modifications

(script: define.6.groups.R).

Clustering analysis

We considered all 45 combinations between the 9 histone marks and the 5 decision-tree labels described

in the previous section. For instance, one combination may be “stably marked + H3K4me3”, and another

combination may be “positively correlated + H3K27ac”. To test the co-occurrence of this pair of combi-

nations, we retrieved the set of DE genes that are labelled “stably marked” for H3K4me3, and the set of

DE genes that are labelled “positively correlated” for H3K27ac. The significant overlap between these two

sets of genes was tested by the hypergeometric distribution (R function phyper()). We repeated this

procedure for all possible pairs of combinations. We next clustered the p values obtained after applying the

Benjamini-Hochberg False Discovery Rate (FDR) multiple testing correction. Hierarchical clustering was

performed with the ComplexHeatmap59 R package (clustering distance = Manhattan, clustering method

= Ward.D2). Cluster correspondence analysis60 of the 45 categorical variables (combinations of histone

marks and decision-tree labels) across the 8,030 selected genes was performed with the R package clus-

trd61. To select the optimal number of clusters and dimensions, we first run the function tuneclus()

with the following parameters: nclusrange = 3:10, ndimrange = 2:9, method = "clusCA", nstart

= 100, seed = 1234. This indicated that the optimal number of dimensions and clusters was two and

three, respectively. We then obtained the three clusters of genes running the function clusmca with the
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following parameters: nclus = 3, ndim = 2, method = "clusCA", nstart = 100, smartStart = NULL,

gamma = TRUE, seed = 1234. We obtained the same clusters of genes when running the function clusmca

with the following parameters: nclus = 3, ndim = 3, method = "MCAk", alphak = 0.5, nstart = 100,

smartStart = NULL, gamma = TRUE, seed = 1234). This allowed us to explore the clustering of genes

also in the third dimension (Figure 4c, Supplementary Figure 4a).

Gene Ontology enrichment analysis

We used the R package GOstats62 to identify Gene Ontology (GO) terms related to biological processes

(BP) and cellular compartments (CC). We set a p value threshold of 0.01 to identify significantly enriched

terms. For the GO enrichment analysis on the genes contributing to Principal Components (PC) 1 and

2 (described in Results, section Gene expression recapitulates transdifferentiation more precisely than

chromatin; Figure 1c, Supplementary Table 2), we used the function get pca var() from the R pack-

age factoextra (https://CRAN.R-project.org/package=factoextra) to extract the 10% genes

(n = 1,066) with the highest contribution to each of the two first principal components. The union of

these two sets of genes was used as background for the GO enrichment analysis. We used REVIGO63

(http://revigo.irb.hr/) to summarize the lists of enriched GO terms. For the GO enrichment anal-

ysis on the up-regulated genes that belong to the three chromatin clusters (described in Results, section

Chromatin marking is associated with expression specifically at the time of gene activation), we provided

as background the set of 2,103 up-regulated genes. In this case, we used REVIGO and the R package

ggplot264 to compute and visualize, respectively, maps of the identified GO terms based on their frequency,

−log10 p value, uniqueness and dispensability. Only children terms with dispensability < 0.5 are shown.

Analysis of ENCODE RNA-seq and ChIP-seq data

To investigate differences in gene expression levels and chromatin marking among the three clusters of

DE genes in other biological models, we obtained RNA-seq data and ChIP-seq data for histone marks

generated by the ENCODE Project65,66 (https://www.encodeproject.org/). Besides B cells and

CD14-positive monocytes, which are biologically more similar to pre-B cells and macrophages, respec-

tively, we selected five cancer cell lines (K562, HepG2, GM12878, MCF-7, A549) that are comprehensively

characterized by ENCODE ChIP-seq data for the nine histone marks that we have profiled in our study. To

assess differences in gene expression levels between the three clusters of DE genes, we obtained gene ex-

pression quantifications (with respect to Gencode v24) from polyA+ RNA-seq experiments (accession date:

10/06/2019). We computed, for each gene, the average TPM values between two biological replicates. The

list of experiments and datasets’ accession IDs used for this analysis is reported in Supplementary Table

5.

To assess differences in chromatin marking, we obtained ChIP-seq data available for the nine histone

marks profiled in our study. (Assay title: Histone ChIP-seq; Genome assembly: GRCh38; Output type:

replicated peaks or stable peaks; Accession date: 10/06/2019). The list of experiments and datasets’
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accession IDs used for this analysis is available in Supplementary Table 6. In all cases, we excluded

experiments associated with AUDIT errors. In case of multiple experiments on the same target and cell

type, the experiment associated with the lowest number of AUDIT terms was selected. The scripts used to

retrieve and filter the ENCODE experiments are: download.metadata.sh, parse.metadata.audit.

categories.py, retrieve.encode.identifiers.sh, parse.list.identifiers.sh.

For each experiment and cell type, we computed the proportion of genes with at least one peak called

over the gene body (H3K36me3, H4K20me1) or in the promoter region (TSS ±2 Kb for all other marks;

script: intersect.peaks.regions.sh). In the presence of multiple TSSs annotated for the same

gene, multiple regions were considered. This is consistent with the analyses described in section ChIP-seq

data processing and analysis.

Analysis of temporal dynamics

For this analysis we first identified, within the set of 2,103 up-regulated genes, 257 with expression at 0

hours p.i. < 1 TPM. These genes were, therefore, specifically activated during transdifferentiation. Ex-

pression and chromatin profiles of each of the considered genes were re-scaled to range 0-100 (script:

rescale.R): in this way, the minimum and maximum expression level or chromatin signal over the 12

time-points were set to 0% and 100% of up-regulation, respectively. We next considered, for each gene,

pairs of consecutive time-points along transdifferentiation (e.g. 0h and 3h; 3h and 6h; 6h and 9h; etc.),

and recorded the first time-point at which the expression / chromatin profile crossed (≥) 25%, 50%, 75%

and 100% degree of up-regulation (Supplementary Figure 5b). This “crossing” step implies that, in a pair

of consecutive time-points, the signal corresponding to the first time-point is, for instance, < 25%, and the

signal corresponding to the second time-point is, for instance, ≥ 25%. This assessment is performed for

each of the four degrees of up-regulation. To ensure monotonic increases consistently across all histone

marks, we excluded genes for which this “crossing” step could not be observed for all four degrees of

up-regulation in a given mark’s time-series profile. This explains the different numbers of genes, among

marks, reported in Figure 6a and Supplementary Figure 5e. For a given gene and for each of the four de-

grees of up-regulation, the recorded time-points (tp) for expression and chromatin profiles were compared,

and a label was assigned depending on whether the up-regulation of chromatin signal anticipated (tpmark

< tpexpression), co-occurred (tpmark = tpexpression) or followed (tpmark > tpexpression) the up-regulation of

gene expression. We analogously compared the up-regulation between pairs of histone marks (Figure 6c,

Supplementary Figure 5d). In this case, we analyzed whether the up-regulation of histone mark’s signal

on row i anticipated (tpi < tpj) or co-occurred with (tpi = tpj) the up-regulation of histone mark’s signal on

column j. To assess whether the specific order of up-regulation in expression levels and chromatin signals

depended on the initial level of expression of the genes, these analyses were repeated starting on a set of

629 up-regulated genes with expression at 0 hours p.i. > 25 TPM.
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QUANTIFICATION AND STATISTICAL ANALYSIS

Details regarding statistical tests, significance assessment, dispersion and precision measures are re-

ported both in the section Method details and in the figures’ legends. All statistical analyses were performed

using the R language for statistical computation and graphics67(http://www.R-project.org/). In all

cases, the multiple testing correction procedure was performed by applying the Benjamini-Hochberg68

False Discovery Rate (FDR). Wilcoxon rank-sum tests were performed with the wilcox.test() R func-

tion in a two-sided manner.

When not specified, plots were made using the R package ggplot264. All box plots depict the first and

third quartiles as the lower and upper bounds of the box, with a band inside the box showing the median

value and whiskers representing 1.5x the interquartile range. All scripts used in the analyses are publicly

available (see the Data and Code Availability statement).
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Supplementary Figure 1: Characterization of gene expression and histone modifications’ profiles during
transdifferentiation — See also Figure 1, Supplementary Tables 1-2. a: Flow-cytometry plots assessing expression
of CD19 and Mac-1 antigens at the 12 time-points monitored during transdifferentiation. b: Classification of time-
series expression profiles. We selected a set of 12,248 protein-coding genes, which comprises 1,552 not expressed
genes (0 TPM in all time-points and biological replicates) and 10,696 expressed genes (≥ 5 TPM in at least one
time-point, and in both biological replicates). Within the set of expressed genes, we distinguished between genes
with a stable expression profile throughout transdifferentiation (stably expressed; maSigPro FDR ≥ 0.05; n = 2,666),
and genes showing significant changes in gene expression over time (differentially expressed or DE; maSigPro FDR
< 0.05; n = 8,030). DE genes were further characterized into bending (1,409), down-regulated (4,016), peaking (502)
and up-regulated (2,103) genes. Examples of genes belonging to the six types of expression profiles are provided.
Gene expression values are reported in log2 (TPM + 1). c: Average pile-up signal over the gene body ± 5 Kb
(H3K36me3 and H4K20me1), or promoter regions ± 5 Kb from the Transcription Start Site (TSS; all other marks),
computed at each of the 12 time-points. The vertical dashed lines mark the selected region of ± 2 Kb around the
TSS. d: Proportion of genes contributing to the first two principal components (PC1 and PC2) of the joint PCA on
expression and chromatin marks (Figure 1c), that are classified as bending, down-regulated, peaking, up-regulated
or stably expressed.
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Supplementary Figure 2: The correlation between chromatin marking and gene expression over time is
lower than the one reported in steady-state conditions. — See also Figure 1. a: Steady-state correlations be-
tween expression levels (x-axis) and H3K4me3 signals (y-axis) computed on the set of 12,248 genes (silent genes:
dark gray; stably expressed genes: gray; DE genes: light gray). Upper panel: Pearson r between expression levels
and H3K4me3 signals at paired time-points (0, 24, 48, 72, 120 and 168 hours). The magnitude of the correlation
is reported on the top of each scatterplot. The linear regression line is depicted in brown. Lower panel: analo-
gous representation after randomly shuffling the H3K4me3 signals among time-points. As a result, we computed
the expression vs. chromatin correlation between unpaired time-points (0h - 24h; 24h - 120h; 48h - 168h; 72h -
0h; 120h - 72h; 168h - 48h). Steady-state correlations computed on the whole set of genes are large despite the
randomization of the data. b: Steady-states (dots) and time-course (violin and box plots) correlation values between
expression levels and chromatin signals (analogous to Figure 1d) computed after randomly permuting the genes’
signals of a given mark among time-points. In all cases we report the Pearson r values averaged over 1,000 per-
mutations. For steady-states correlations, the median Pearson r values across time-points are: H3K27ac: 0.63;
H3K9ac: 0.68; H4K20me1: 0.54; H3K36me3: 0.69; H3K4me3: 0.69; H3K4me1: 0.50; H3K4me2: 0.59; H3K9me3:
-0.08; H3K27me3: -0.16. For time-course correlations, the median Pearson r values across genes are 0 (|r| < 0.001)
for all marks. c: Steady-states (dots) and time-course (violin and box plots) correlation values between expres-
sion levels and chromatin signals (analogous to Figure 1d), computed after removing stably expressed and silent
genes (i.e. only on the set of differentially expressed genes). The median steady-state Pearson r values for each
mark are: H3K27ac: 0.53; H3K9ac: 0.58; H4K20me1: 0.56; H3K36me3: 0.60; H3K4me3: 0.51; H3K4me1: 0.17;
H3K4me2: 0.26; H3K9me3: -0.08; H3K27me3: -0.23. The median time-course Pearson r values for each mark are:
H3K27ac: 0.53; H3K9ac: 0.55; H4K20me1: 0.55; H3K36me3: 0.53; H3K4me3: 0.38; H3K4me1: 0.14; H3K4me2:
0.14; H3K9me3: 0.16; H3K27me3: -0.04. Silent genes contribute substantially to the steady state correlations, and
partially contribute to the differences observed in Figure 1d between steady-state and time-course correlations, since
the latter cannot be computed for silent genes (see Methods).
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Supplementary Figure 3
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Supplementary Figure 3: Changes in chromatin marking over time can be uncoupled from changes in
gene expression — See also Figures 2-3, Supplementary Tables 3-4. a: Log likelihood values for HMM models
with increasing number of states (between 2 and 20). b: Frequency of the five states observed along the twelve
time-points of transdifferentiation in the HMM-sequence profiles of the sets of silent, stably expressed and differen-
tially expressed (DE) genes. c: Distributions of genes’ fold-change (FC: difference between maximum and minimum
signals along transdifferentiation) for each histone mark. Differences in FC among sets of silent, stably expressed
and DE genes were statistically assessed with Wilcoxon Rank-Sum test (two-sided). The magnitude of chromatin
changes observed in stably expressed and silent genes is, in some cases, comparable to (H4K20me1 and H3K36me3
for silent; H3K27me3 and H3K9me3 for stably expressed), or even larger (H3K4me1 and H3K4me2 for silent) than
the one observed for DE genes. d: Trajectories of transdifferentiation derived from a Principal Component Analysis
performed jointly on expression and each histone mark’s time-series profiles of DE genes, distinguishing between
differentially marked (left) and stably marked (right) genes. Across all histone marks, transdifferentiation trends are
clearer using the former set of genes, suggesting that the different resolution of PCA trends initially observed (Figure
1c) may be explained by the different amount of changes observed, over time, across histone marks. Unexpect-
edly, H3K4me1-, H3K4me2- and H3K9me3-differentially marked genes show a contrasting profile for expression and
chromatin modifications along PC2, but different to the pattern observed for H3K27me3.
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Supplementary Figure 4: Genes in different stages of activation are associated with specific chromatin
and gene expression patterns, and perform distinct functions — See also Figures 4-5, Supplementary Tables
5-6. a: Three-dimensional representation of the combinations of labels and histone marks (analysis attributes). The
color code for the labels is analogous to Figure 4a. Histone marks are represented by numbers. b: Distributions
of gene expression levels at 0 and 168 hours p.i., and fold-change (FC) in gene expression (168h - 0h) for up-
regulated genes that belong to clusters 1-3. Differences in gene expression levels among clusters were assessed
with the Wilcoxon Rank-Sum test (two-sided). c: Density plot reporting the time-point at which the time-series ex-
pression profiles of up-regulated genes in clusters 1-3 reach a degree of up-regulation ≥ 25%. For this analysis, the
time-series expression profile of each gene was re-scaled to a 0-100% range. d: Multidimensional scaling-based rep-
resentation of the semantic dissimilarities between non-redundant Gene Ontology Biological Process terms enriched
among up-regulated genes in clusters 1-3. Each circle represents a term, with the size and the color of the circle
denoting the −log10 p value and the cluster of the term, respectively. GO terms that lie close to each other are se-
mantically more similar. e: Analogous representation to Supplementary Figure 4d for cellular compartments. Cluster
1 genes are associated with metabolic functions mostly performed in intracellular compartments, suggesting a more
housekeeping nature of these up-regulated genes. Cluster 2 genes perform functions related to the inflammatory re-
sponse and to the cell membrane and projections, and are thus more likely to be involved in the transition from pre-B
cells to macrophages. Cluster 3 genes are associated with macrophage-specific functions. f: Analysis of ENCODE
RNA-seq data available for five cancer cell lines (MCF7, HepG2, A549, GM12878, K562), and two primary cell types
(B cells and CD14+ monocytes) that are biologically similar to the cell types present at the beginning (pre-B) and
at the end (macrophages), respectively, of our transdifferentiation model. Distributions of gene expression levels for
up-regulated genes that belong to clusters 1-3. Differences in gene expression levels among clusters were assessed
using Wilcoxon Rank-Sum test (two-sided). g: Analysis of ENCODE ChIP-seq data for the nine histone marks we
have monitored along transdifferentiation in five cancer cell lines (MCF7, HepG2, A549, GM12878, K562) and two
primary cell types (B cells and CD14+ monocytes). Proportions (%) of marked genes at gene body (H3K36me3,
H4K20me1) and promoter regions (all other marks) among up-regulated genes in clusters 1-3. h: Percent stacked
bar plot depicting the proportion of bending, down-regulated, peaking and up-regulated genes that belong to the three
clusters.
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Supplementary Figure 5
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Supplementary Figure 5: The up-regulation of chromatin marks and gene expression follows a precise
order only during the initial stage of gene activation — See also Figure 6. a: Alluvial plot describing the HMM
time-series profiles for the 257 (upper panel) and 629 (lower panel) up-regulated genes that are not expressed (<
1 TPM) and expressed (> 25 TPM), respectively, at 0 hours p.i. b: Graphical representation of cases in which the
up-regulation of chromatin signal anticipates (left), co-occurs with (middle), or follows (right) the up-regulation of gene
expression. The expression and histone marks’ time-series profiles of each gene were re-scaled to a 0-100% range
prior to the analysis. We considered four degrees of up-regulation (25%, 50%, 75% and 100%) and computed, for
each gene and histone mark, the time-point at which the expression and chromatin re-scaled values reach each of
the four degrees of up-regulation. Here we depict a representation for the degree of up-regulation of 25%. c: Lag
(hours) between 50%, 75% and 100% up-regulation in histone marks’ signal and expression level for the 257 up-
regulated genes not expressed at 0 hours p.i. Negative lags correspond to changes in chromatin marks anticipating
changes in gene expression; positive lags correspond to changes in chromatin marks following changes in gene
expression. d: Analogous representation to Figure 6c for co-occurring changes between pairs of histone marks in
genes that are either silent (upper panel) or expressed (lower panel) at 0 hours. For genes specifically activated
during transdifferentiation (upper panel), the amount of co-occurring changes increases towards the end of the up-
regulation process. e: Analogous representation to Figure 6a for the 629 up-regulated genes expressed at 0 hours
p.i.
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Supplementary Figure 6

PC1−genes

PC2−genes

0% 25% 50% 75%100%
proportion of genes

group
cluster 1
cluster 2
cluster 3
DM only

a

0

20

40

60

80

1 2 3 4 5 6 7 8
# of histone marks

# 
of

 g
en

es

b

c

H
00

0
H

00
3

H
00

6
H

00
9

H
01

2
H

01
8

H
02

4
H

03
6

H
04

8
H

07
2

H
12

0
H

16
8

0

5

10

15

0

1

2

3

4

lo
g 2
(T

PM
+

1 )

histone m
arks' signal

absent
low     
bivalent     
active     
strong

HMM states

87



i
i

“thesis” — 2020/12/17 — 10:36 — page 88 — #100 i
i

i
i

i
i

Supplementary Figure 6: Chromatin marking cannot be fully recapitulated by gene expression — See also
Figure 1, Supplementary Figure 1. a: Proportion of genes contributing to the first two principal components (PC1 and
PC2) of the joint PCA on expression and chromatin marks in Figure 1c, that belong to the three clusters of DE genes
(clusters 1-3) or that are stably expressed and differentially marked (“DM only”). While genes contributing to the
transition from pre-B cells to macrophages (pc1-contributing genes, Figure 1c, Supplementary Figure 1d) show the
canonical correlation with chromatin changes (cluster 2), a considerable fraction of genes involved in the intermediate
stages of transdifferentiation (pc2-contributing genes) display expression and chromatin changes uncoupled from one
another (cluster 1, or stably expressed and differentially marked - “DM only”). This further supports the hypothesis
that chromatin changes are involved in a transient de-differentiation from pre-B cells into an intermediate state,
and re-differentiation into macrophages. b: Among the set of stably expressed and differentially marked genes
contributing to PC2 (“DM only” genes in Supplementary Figure 6a), number of genes with variable chromatin profiles
for increasing numbers of histone marks. For instance, 79 genes present changes in three histone modifications
along transdifferentiation. c: Example of a stably expressed gene (TALDO1) contributing to PC2 in the PCA in Figure
1c, and showing significant changes in some chromatin profiles along transdifferentiation. Expression and chromatin
tracks from one biological replicate are displayed, as well as normalized line plots averaging the signal from the two
replicates. Profiles of HMM states are shown at the bottom.
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Supplementary Table 1 
 
 

histone marks 
silent expressed 

unmarked marked unmarked marked 

H3K4me1 
1,165 

(75.1%) 
387 

(24.9%) 
52 

(0.5%) 
10,644 

(99.5%) 

H3K4me2 
1,225 

(78.9%) 
327 

(21.1%) 
45 

(0.4%) 
10,651 

(99.6%) 

H3K9ac 
1,500 

(96.6%) 
52 

(3.4%) 
130 

(1.2%) 
10,566 

(98.8%) 

H3K27ac 
1,478 

(95.2%) 
74 

(4.8%) 
159 

(1.5%) 
10,537 

(98.5%) 

H3K4me3 
1,488 

(95.9%) 
64 

(4.1%) 
183 

(1.7%) 
10,513 

(98.3%) 

H3K36me3 
1,444 

(93.0%) 
108 

(7.0%) 
354 

(3.3%) 
10,342 

(96.7%) 

H4K20me1 
1,348 

(86.9%) 
204 

(13.1%) 
1,851 

(17.3%) 
8,845 

(82.7%) 

H3K9me3 
990 

(63.8%) 
562 

(36.2%) 
7,201 

(67.3%) 
3,495 

(32.7%) 

H3K27me3 
1,371 

(88.3%) 
181 

(11.7%) 
9,421 

(88.1%) 
1,275 

(11.9%) 
 

 

Supplementary Table 1: Numbers of unmarked and marked genes within the sets of 
1,552 silent and 10,696 expressed genes — See also Figure 1 and Supplementary Figure 
1. For a given histone mark, unmarked genes have no peaks called at any time-point in the 
region of interest, while marked genes have peaks called in the region of interest in at least 
one time-point (see Methods).  
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Supplementary Table 2: GO terms significantly enriched among genes contributing to 
Principal Components 1 and 2 — See also Figure 1 and Supplementary Figure 1. The list 
of terms refers to Biological Processes. 

90



i
i

“thesis” — 2020/12/17 — 10:36 — page 91 — #103 i
i

i
i

i
i

 

Supplementary Table 3 
 

histone 
marks 

unmarked marked  

stably differentially  differentially marked 

 positively c. uncorrelated negatively c. 

H3K4me1 
41  

(0.5%) 
4,591  

(57.2%) 
3,398  

(42.3%) 
1,491  

(43.9%) 
1,457  

(42.9%) 
450  

(13.2%) 

H3K4me2 
32  

(0.4%) 
5,074  

(63.2%) 
2,924 

(36.4%) 
1,248  

(42.7%) 
1,316  

(45.0%) 
360  

(12.3%) 

H3K9ac 
107  

(1.3%) 
2,996  

(37.3%) 
4,927 

(61.4%) 
3,239  

(65.8%) 
1,548  

(31.4%) 
140  

(2.8%) 

H3K27ac 
135  

(1.7%) 
2,835  

(35.3%) 
5,060 

(63.0%) 
3,065  

(60.6%) 
1,761  

(34.8%) 
234  

(4.6%) 

H3K4me3 
150  

(1.9%) 
4,310  

(53.7%) 
3,570 

(44.4%) 
2,048  

(57.4%) 
1,402  

(39.3%) 
120  

(3.3%) 

H3K36me3 
283 

(3.5%) 
4,801  

(59.8%) 
2,946  

(36.7%) 
2,472  

(83.9%) 
459  

(15.6%) 
15  

(0.5%) 

H4K20me1 
1,403  

(17.5%) 
2,484  

(30.9%) 
4,143  

(51.6%) 
2,782  

(67.2%) 
1,256  

(30.3%) 
105  

(2.5%) 

H3K9me3 
5,363  

(66.8%) 
1,698  

(21.1%) 
969  

(12.1%) 
253  

(26.1%) 
615  

(63.5%) 
101  

(10.4%) 

H3K27me3 
6,988  

(87.0%) 
 362  

(4.5%) 
680  

(8.5%) 
40  

(5.9%) 
347  

(51.0%) 
293  

(43.1%) 

 
Supplementary Table 3: Decision-tree labelling of differentially expressed genes — 
See also Figures 3-4, Supplementary Figure 3. Left side: numbers of unmarked and marked 
genes within the set of DE genes. Marked genes are further separated into genes that are 
either stably or differentially marked (i.e. have stable or variable chromatin profiles during 
transdifferentiation). The percentages refer to the total number of DE genes (n = 8,030). 
Right side: within the set of differentially marked genes, we distinguish between genes that 
are positively correlated, uncorrelated or negatively correlated with gene expression over 
time (see Methods). The percentages in this case are computed with respect to the number 
of differentially marked genes found for each histone modification. 
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Supplementary Table 4 
 
 
 silent stably expressed 

histone 
mark 

unmarked marked unmarked marked 
stably differentially stably differentially 

H3K4me1 
1,165  

(75.1%) 
114 

(7.3%) 
273  

(17.6%) 
11  

(0.4%) 
1,711 

(64.2%) 
944  

(35.4%) 

H3K4me2 
1,225  

(78.9%) 
91  

(5.9%) 
236  

(15.2%) 
13  

(0.5%) 
1,904 

(71.4%) 
749  

(28.1%) 

H3K9ac 
1,500  

(96.6%) 
15  

(1%) 
37  

(2.4%) 
23  

(0.9%) 
1,338  

(50.2%) 
1,305  

(48.9%) 

H3K27ac 
1,478  

(95.2%) 
28  

(1.8%) 
46  

(3%) 
24  

(0.9%) 
1,197  

(44.9%) 
1,445  

(54.2%) 

H3K4me3 
1,488  

(95.9%) 
30  

(1.9%) 
34  

(2.2%) 
33  

(1.2%) 
1,741  

(65.3%) 
892  

(33.5%) 

H3K36me3 
1,444  
(93%) 

78  
(5%) 

30  
(1.9%) 

71  
(2.7%) 

2,204  
(82.7%) 

391  
(14.7%) 

H4K20me1 
1,348  

(86.9%) 
88  

(5.7%) 
116  

(7.5%) 
448  

(16.8%) 
1,221  

(45.8%) 
997  

(37.4%) 

H3K9me3 
990  

(63.8%) 
445 

(28.7%) 
117  

(7.5%) 
1,838  

(68.9%) 
558  

(20.9%) 
270  

(10.1%) 

H3K27me3 
1,371  

(88.3%) 
138 

(8.9%) 
43  

(2.8%) 
2,433  

(91.3%) 
125  

(4.7%) 
108  

(4.1%) 
 
 
Supplementary Table 4: Absent, stable and differential chromatin marking over time 
among silent and stably expressed genes — See also Figure 3, Supplementary Figure 3. 
Numbers of unmarked and marked genes within the sets of 1,552 silent and 2,666 stably 
expressed genes. Marked genes are further separated into genes that are either stably or 
differentially marked. 
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Supplementary Table 5 
 
 

Experiment ID Accession file ID Replicate Biosample term name 

ENCSR000CON ENCFF369ZNM 1 A549 

ENCSR000CON ENCFF627QMV 2 A549 

ENCSR000CTV ENCFF485EUP 1 B cell 

ENCSR000CTV ENCFF231GYC 2 B cell 

ENCSR000CUC ENCFF299BIL 1 CD14-positive monocyte 

ENCSR000CUC ENCFF397DFK 2 CD14-positive monocyte 

ENCSR000AED ENCFF902UYP 1 GM12878 

ENCSR000AED ENCFF550OHK 2 GM12878 

ENCSR000CPE ENCFF004HYK 1 HepG2 

ENCSR000CPE ENCFF401KRE 2 HepG2 

ENCSR000CPH ENCFF172GIN 1 K562 

ENCSR000CPH ENCFF768TKT 2 K562 

ENCSR000CPT ENCFF009GDJ 1 MCF-7 

ENCSR000CPT ENCFF885LEQ 2 MCF-7 
 
 
 
Supplementary Table 5: ENCODE PolyA+ RNA-seq experiments in seven cell types — See 
also Supplementary Figure 4. The ENCODE accession numbers allow to uniquely identify the 
experiment and gene expression quantification file (tsv) on the ENCODE portal 
(https://www.encodeproject.org/). 
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Supplementary Table 6 
 
 

Histone mark Experiment ID Accession file ID Biosample term name 

H3K27ac ENCSR000AUI ENCFF268BMM A549 

H3K27me3 ENCSR000AUK ENCFF368SNX A549 

H3K4me1 ENCSR000AUM ENCFF761SFV A549 

H3K4me2 ENCSR000AVI ENCFF260MGY A549 

H3K4me3 ENCSR000DPD ENCFF820IQP A549 

H3K9ac ENCSR000ASV ENCFF649ABE A549 

H3K9me3 ENCSR000AUN ENCFF900ULD A549 

H4K20me1 ENCSR000AUO ENCFF505MWT A549 

H3K27ac ENCSR000AUP ENCFF041HKG B cell 

H3K27me3 ENCSR162DGX ENCFF428KOX B cell 

H3K36me3 ENCSR424XBP ENCFF649XGE B cell 

H3K4me1 ENCSR290YLQ ENCFF778RHF B cell 

H3K4me2 ENCSR000AUY ENCFF615MAT B cell 

H3K4me3 ENCSR878JSF ENCFF225QYU B cell 

H3K9ac ENCSR799SLA ENCFF890NWX B cell 

H3K9me3 ENCSR005WWZ ENCFF281WGS B cell 

H4K20me1 ENCSR000AVJ ENCFF856EUL B cell 

H3K27ac ENCSR000ASJ ENCFF239LOH CD14-positive monocyte 

H3K27me3 ENCSR000ASK ENCFF930KLN CD14-positive monocyte 

H3K36me3 ENCSR000ASL ENCFF108MXF CD14-positive monocyte 

H3K4me1 ENCSR000ASM ENCFF673ZGJ CD14-positive monocyte 

H3K4me3 ENCSR000ASN ENCFF691MBD CD14-positive monocyte 

H3K9ac ENCSR000ATF ENCFF994MCP CD14-positive monocyte 

H3K9me3 ENCSR000ASP ENCFF236ADT CD14-positive monocyte 

H4K20me1 ENCSR000ASQ ENCFF887JRI CD14-positive monocyte 

H3K27ac ENCSR000AKC ENCFF690GQK GM12878 

H3K27me3 ENCSR000DRX ENCFF103NGB GM12878 

H3K36me3 ENCSR000DRW ENCFF144MAY GM12878 

H3K4me1 ENCSR000AKF ENCFF378FBA GM12878 

H3K4me2 ENCSR000AKG ENCFF514YHH GM12878 

H3K4me3 ENCSR057BWO ENCFF296PTF GM12878 
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H3K9ac ENCSR000AKH ENCFF637GBK GM12878 

H4K20me1 ENCSR000AKI ENCFF154MVT GM12878 

H3K27me3 ENCSR000DUE ENCFF034QJR HepG2 

H3K36me3 ENCSR000DUD ENCFF370NTL HepG2 

H3K4me1 ENCSR000APV ENCFF095ZHO HepG2 

H3K4me2 ENCSR000AMC ENCFF948LWD HepG2 

H3K4me3 ENCSR575RRX ENCFF229PGV HepG2 

H3K9ac ENCSR000AMD ENCFF129YID HepG2 

H3K9me3 ENCSR000ATD ENCFF997LPG HepG2 

H4K20me1 ENCSR000AMQ ENCFF031AYD HepG2 

H3K27me3 ENCSR000EWB ENCFF233ODK K562 

H3K36me3 ENCSR000DWB ENCFF514DBT K562 

H3K4me1 ENCSR000EWC ENCFF359WWB K562 

H3K4me2 ENCSR000AKT ENCFF168NKC K562 

H3K4me3 ENCSR668LDD ENCFF465RJJ K562 

H3K9ac ENCSR000EVZ ENCFF257END K562 

H3K9me3 ENCSR000APE ENCFF361WTS K562 

H3K27ac ENCSR000EWR ENCFF040ZCD MCF-7 

H3K27me3 ENCSR000EWP ENCFF825FPO MCF-7 

H3K4me1 ENCSR493NBY ENCFF158SKW MCF-7 

H3K4me2 ENCSR875KOJ ENCFF651IUJ MCF-7 

H3K4me3 ENCSR000DWJ ENCFF530SPD MCF-7 

H3K9ac ENCSR056UBA ENCFF636NEF MCF-7 

H3K9me3 ENCSR000EWQ ENCFF348ISZ MCF-7 

H4K20me1 ENCSR639RHG ENCFF052ILJ MCF-7 
 
 
 
Supplementary Table 6: ENCODE histone ChIP-seq experiments in seven cell types — See 
also Supplementary Figure 4. The ENCODE accession numbers allow to uniquely identify the 
experiment and peak call file (bigBed) on the ENCODE portal (https://www.encodeproject.org/). 
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Supplementary Table 7: Catalog of 12,248 protein-coding genes analyzed in this study. 
For each gene we provide the level of expression at 0 hours p.i. (average of the normalized 
levels from the two biological replicates), the type of expression profile (silent / stably 
expressed / bending / down-regulated / peaking / up-regulated) and the chromatin marking 
status (unmarked / stably marked / differentially marked) with respect to each of the nine 
histone marks. In the case of DE genes, we further specify the type of relationship with gene 
expression over time (positively correlated / uncorrelated / negatively correlated), as well as 
the corresponding chromatin cluster (1: stable / uncorrelated marking; 2: positively correlated 
marking; 3: absence of marking). 
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CHAPTER 2

The genomic location of regulatory elements
plays a role in tissue-specific gene expression

The level and spatio-temporal pattern of expression of a gene are
determined by a combination of regulatory elements that dictate its
transcriptional activation. Key elements known to regulate gene ex-
pression are located within introns of their target genes. Neverthe-
less, it is unclear whether this is a sporadic feature or a pattern of bi-
ological relevance. By leveraging the ENCODE registry of candidate
cis-regulatory elements (cCREs), we have identified sets of common
and tissue-specific distal cCREs characterized by epigenetic signa-
tures of enhancer activity. We uncover that distal regulatory activity
shared among tissues is more frequently located in intergenic re-
gions. In contrast, tissue-specific elements accumulate in introns. Up
to approximately 20% of these intronic tissue-specific elements carry
eQTLs detected in the same tissue, and their target genes perform
tissue-specific functions, especially in brain and muscle. Remarkably,
the target gene is only in roughly 50% of the cases the same hosting
the intronic enhancer, an observation that disentangles the presence
of intronic REs from the regulation of the host gene. Sequence el-
ements, such as transcription factor binding sites, do not seem to
play a role in the intronic preference of tissue-specific enhancers. Al-
though at a lower rate than brain and muscle adult tissues, enhancers
active in differentiated tissues of the embryo are also more frequently
located in introns, compared to elements specific to embryonic stem
cells or shared among developmental samples.

Borsari B.*, Villegas-Mirón P.*, Laayouni H., Segarra-Casas A.,
Bertranpetit J., Guigó R. and Acosta S. (2020). Intronic enhancers
regulate the expression of genes involved in tissue-specific functions
and homeostasis.

Submitted. Available on bioRxiv : https://doi.org/10.1101/2020.
08.21.260836
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Abstract

Tissue function and homeostasis reflect the gene expression signature by which the combination of ubiquitous

and tissue-specific genes contribute to the tissue maintenance and stimuli-responsive function. Enhancers

are central to control this tissue-specific gene expression pattern. Here, we explore the correlation between

the genomic location of enhancers and their role in tissue-specific gene expression. We found that enhancers

showing tissue-specific activity are highly enriched in intronic regions and regulate the expression of genes

involved in tissue-specific functions, while housekeeping genes are more often controlled by intergenic en-

hancers. Notably, an intergenic-to-intronic active enhancers continuum is observed in the transition from

developmental to adult stages: the most differentiated tissues present higher rates of intronic enhancers,

while the lowest rates are observed in embryonic stem cells. Altogether, our results suggest that the genomic

location of active enhancers is key for the tissue-specific control of gene expression.
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Introduction

Multiple layers of molecular and cellular events tightly control the level, time and spatial distribution of expres-

sion of a particular gene. This wide range of mechanisms, known as gene regulation, defines tissue-specific

gene expression signatures (Melé et al., 2015), which account for all the processes controlling the tissue func-

tion and maintenance, namely tissue homeostasis. Both the level and spatio-temporal pattern of expression

of a gene are determined by a combination of regulatory elements (REs) controlling its transcriptional activa-

tion. Most genes contributing to tissue-specific expression signatures are actively transcribed in more than

one tissue, but at different levels and with distinct patterns of expression in time and space, suggesting that

the regulation of these genes is different across tissues. Nevertheless, approximately 10-20% of all genes

are ubiquitously expressed (housekeeping genes), and they are involved in basic cell maintenance functions

(Pervouchine et al., 2015; Zabidi et al., 2015; Eisenberg and Levanon, 2013).

cis-REs (CREs) are distributed across the whole genome, and their chromatin status correlates with the

transcriptional control they exert over their target genes (Chen et al., 2019; Hawkins et al., 2010; Choukral-

lah et al., 2015). The activation of CREs depends on several epigenetic features, including combinations of

different transcription factors’ binding sites, and it is positively correlated with the H3K27ac histone modifica-

tion signal (Heinz et al., 2015; Heintzman et al., 2007). Epigenetic features in specific tissues may change

throughout the life-span of individuals. During development, embryos undergo dramatic morphological and

functional changes. These changes shape cell fate and identity as a result of tightly regulated transcriptional

programs, which in turn are intimately associated with CREs’ activity and chromatin dynamics (Shlyueva

et al., 2014; Bonev et al., 2017; Rand and Cedar, 2003; Gilbert et al., 2003).

Notably, key CREs known to regulate gene expression have been reported to locate in introns of their

target genes (Ott et al., 2009; Kawase et al., 2011). However, it is unknown whether this is either a sporadic

feature associated with certain types of genes – for instance long genes, such as HBB (β-globin) (Gillies

et al., 1983) or CFTR (Ott et al., 2009) –, a common regulatory mechanism to most genes (Khandekar et al.,

2007; Levine, 2010), or a pattern of biological significance. To delve into this question, we analyzed the

genomic location of CREs across a panel of 87 adult and embryonic human cell types available from the

Encyclopedia of DNA Elements (ENCODE) Project (Abascal et al., 2020). We found that highly shared CREs

are mostly intergenic, while tissue-specific CREs tend to accumulate in introns. The prevalence of intronic

CREs correlates with the level of specialization of the tissues, with the more differentiated ones presenting

enrichment of intronic CREs. Moreover, intronic CREs target genes involved in tissue-specific functions and

homeostasis, suggesting their implication in the functional specificity of tissues.

Results

Enhancer-like regulatory elements define tissue-specific signatures

We leveraged the cell type-agnostic registry of candidate cis-Regulatory Elements (cCREs) generated for

the human genome (hg19) by the ENCODE Project. We focused on the set of 991,173 cCREs classified
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as Enhancer-Like Signatures (ELSs), defined as DNAse hypersensitive sites supported by the H3K27ac epi-

genetic signal, and assessed their presence-absence patterns across 60 adult cell type-specific catalogues

(Table S1; see Methods). We first explored the data with multidimensional scaling (MDS), which uncovered

tissue-specific presence-absence patterns (Fig. S1A). Indeed, the separation of samples driven by ELSs’

activity was comparable to the one obtained from the analysis of Genotype-Tissue Expression (GTEx) data

(Melé et al., 2015), with blood and brain as the most diverging samples. This suggests a correlation between

gene regulation mechanisms orchestrated by ELSs and tissue-specific gene expression patterns, which has

been previously described (Pennacchio et al., 2007; Ernst et al., 2011).

Interestingly, we observed that the proportion of active ELSs located in intergenic regions was positively

correlated with the number of samples in which ELSs were active (Spearman’s ρ = 0.55; p value = 6.2e-06;

Fig. 1A), suggesting a functional role for the genomic location of ELSs. Thus, to untangle the relationship

between genomic location and cell-type specificity of ELSs, we selected a subset of 25 samples that clustered

into 5 main groups – iPSCs, fibro/myoblasts, muscle, blood and brain samples (Fig. 1B-C; Table S1, Samples’

Cluster ) – according to their MDS proximity and consistently with their tissue of origin and function. This

curated subset of samples allowed us to study enhancer activity in a tissue-specific manner, and compare

it with regulatory mechanisms shared among tissues. Tissues represented by only one sample were not

included in the subsequent analysis. Indeed, the fact that the ad hoc tissues’ functional clustering is supported

by tissue-specific enhancer signatures suggests a direct link between ELSs’ activity and the regulation of

tissue-specific functions. We defined tissue-active ELSs as those active in ≥ 80% of the samples within

a given cluster (Table S2, Tissue-active ELSs; see Methods). As expected, in some cases we observed

shared regulatory activity between tissues, in other words a fraction of ELSs active in a given cluster were

also active in samples belonging to other clusters. For instance, approximately 1,700 blood-active ELSs were

also active in all the seven brain samples (Fig. S1B). Because of this overlap, we defined sets of tissue-

specific ELSs (Table S2, see Methods) as those active in ≥ 80% of the samples within the tissue cluster and

in at most one sample outside the cluster. Due to their small size, for iPSCs and fibro/myoblasts clusters

we considered as tissue-specific those ELSs active exclusively within their clusters (see Methods). The

overlap of tissue-specific ELSs with samples from other clusters is depicted in Fig. 1D. The majority of brain-

and blood-specific ELSs were active only within their tissue cluster (71.9% and 62.3%, respectively), while

a considerable fraction (52.0%) of muscle-specific ELSs was shared with one sample from other clusters,

mostly with fibro/myoblast samples (33.1%). This is consistent with the samples’ MDS proximity observed in

Fig. 1B, suggesting a functional relevance of the genes regulated by shared ELSs. In addition, we identified

a set of 208 ELSs active in all the 25 samples (Table S2, Common ELSs).
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Figure 1. A: Highly-shared ELSs are more frequently located in intergenic regions. The scatter plot represents the

proportion of intergenic ELSs active in increasing numbers of human adult samples (Spearman’s ρ = 0.55; p value =

6.2e-06). B: MDS distribution of human adult samples defined by ELSs’ activity. Analogous representation to Figure

S1A for the subset of 25 selected adult human samples. C: Samples’ clustering defined by ELSs’ presence-absence

patterns (clustering method: complete; clustering distance: euclidean). The heatmap represents the percentage of

ELSs active in row i that are also active in column j. For this analysis we considered 268,214 of the 991,173 ELSs that

were active in at least 2 of the 25 selected human adult samples. The correspondence between samples and numbers

is reported in Table S1. D: Tissue-specific ELSs. The barplot represents the type of samples found within sets of brain-,

blood- and muscle-specific ELSs. As described in Methods (section Tissue-active, tissue-specific and common ELSs),

most of tissue-specific ELSs are only active in the samples of the corresponding cluster (“within-cluster”, black ), but

a few of them may be active in at most one outer sample (i.e. a sample that does not belong to the tissue cluster,

coloured). IPSCs- and fibro/myoblasts-specific ELSs are not represented, since we did not allow outer samples given

their small cluster sizes (2 and 3, respectively; see Methods).
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The genomic location of regulatory elements correlates with their tissue-homeostatic func-

tions

We next explored the genomic location of the sets of common and tissue-specific ELSs. While common

ELSs were preferentially located in intergenic regions (63.4%, Fig. 2A), the majority of muscle- and brain-

specific ELSs fell inside introns (71.6% and 74.0%, respectively; Fig. 2A). These significant differences

in genomic distribution between tissue-specific and common regulatory elements (Table S3) are consistent

with our initial observation of a high sharing rate of intergenic ELSs across samples (Fig. 1A). In contrast,

the iPSCs, fibro/myoblasts and blood clusters – which comprise undifferentiated, non-specialized or more

heterogeneous cell types, respectively – showed a more even distribution of tissue-specific ELSs between

intergenic and intronic regions (Fig. 2A). Overall, we observed a scarcity of exonic ELSs (Fig. 2A, Table S4).

Genes harboring tissue-specific ELSs may present distinctive features, including differences in intron

length and density. To rule out any bias in our analyses, we compared these features between genes hosting

common and tissue-specific ELSs. While the number of introns per hosting gene was comparable across

groups (Kruskal-Wallis p value test = 0.98; Fig. S2A), we reported significant differences in the median

intron length per gene (Kruskal-Wallis p value test < 2.2e-16; Fig. S2A). Moreover, we observed significant

differences in the intronic ELSs’ density (Kruskal-Wallis p value test < 2.2e-16), with higher values for brain

and muscle, suggesting that the enrichment of tissue-specific ELSs in intronic regions is not biased by the

intron length (Fig. S2A).

We subsequently explored whether the genes harboring tissue-specific intronic ELSs perform functions

associated with tissue homeostasis maintenance and response to stimuli. We performed a Gene Ontology

(GO) enrichment analysis on the genes containing tissue-specific intronic ELSs. Indeed, the enrichment of

terms associated with tissue-specific cellular components is consistent with the ELSs’ identity (Table S5). For

instance, genes hosting brain-specific ELSs perform functions associated with synapses and axons, while in

the case of muscle and blood we found significant terms related to sarcolemma, Z-disc and contractile fibers,

and immunological synapses and cell membranes, respectively. Conversely, genes harboring common ELSs

reported terms related to non-specific cell membrane composition (Table S5). Although this suggests an impli-

cation of intronic ELSs in tissue-specific functions, likely through tissue-specific gene regulation mechanisms,

there is no proven association of intronic ELSs being direct regulators of their host genes.

To address this issue, we integrated our ELS analysis with the catalogue of expression Quantitative Trait

Loci (eQTLs) provided by the Genotype-Tissue Expression (GTEx) Project (Aguet et al., 2017). Among the

35,275 common and tissue-specific ELSs, 5,941 overlap with a significantly associated eQTL-eGene pair,

hereafter referred to as eQTL-ELSs. The proportion of eQTL-ELSs was similar among groups, with the

exception of iPSCs, which are not represented in the GTEx sampling collection (Fig. S2B). This allowed

us to leverage the eQTL-ELSs pairs to explore the biological function of the genomic distribution of ELSs,

focusing on eQTLs regulating gene expression in the four GTEx categories matching our samples’ clusters

(fibroblasts, blood, muscle and brain subregions; see Methods). In line with the above-mentioned results,

highly specialized tissues such as brain and muscle showed the highest proportion of intronic vs intergenic
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ELSs hosting eQTLs detected in the corresponding tissue: brain (2,105 (78%) vs 593 (22%)), muscle (349

(76%) vs 108 (24%)), fibro/myoblasts (289 (63%) vs 163 (37%)), blood (138 (59%) vs 94 (41%)) (Figure

2B). Conversely, common eQTL-ELSs were more frequently located in intergenic elements (5 (25%) vs 15

(75%)) (data not shown). Overall, these results indicate a potential functional role of the genomic distribution

of ELSs in the regulation of tissue-specific gene expression. Still, although there is a clear trend of eQTL-

ELSs’ specificity per tissue, many of these eQTLs are not exclusive to a single tissue. For this reason, we

validated our observations with a GO enrichment analysis on the sets of genes associated with intronic and

intergenic eQTL-ELSs. GO analysis on muscle- and brain-specific eQTL-ELSs showed a clear prevalence of

tissue-specific homeostatic functions for those genes targeted by intronic eQTL-ELSs (for instance, muscle:

carbohydrate and amino acid metabolism; brain: cell projection and organization) (Table S6). On the contrary,

in the case of blood we found significantly enriched GO terms only for genes targeted by intergenic eQTL-

ELSs (Table S6). This might be due to the fact that blood comprises different cell types and can be considered

a more heterogeneous tissue. Overall, these results suggest that intronic eQTL-ELSs are involved in the

regulation of genes controlling tissue-specific functions and tissue homeostasis.

Next, we wanted to understand the relationship between the intronic ELSs and their harboring genes.

Of note, the proportion of intronic eQTL-ELSs targeting their host genes was comparable among groups of

samples, but always below 54.3% (Fig. 2C). Most interestingly, eQTL-ELSs regulating the expression of the

host gene are associated with tissue-specific functions, with genes involved in axonal components for the

brain (e.g. NRCAM), actin cytoskeleton for fibroblasts (e.g. FMN1) or contractility-related terms for muscle

(e.g. SYNM). However, those targeting the expression of non-hosting genes are involved in homeostatic

functions not directly associated with the tissue function. For instance, the brain presents significant terms

related to the splicing proteins (e.g. SF3A1, SF3B1), a widely extended process in the brain and responsible

of the fine tuning of several brain functions (Vuong et al., 2016) (Fig. 2D). Overall, this suggests that other

mechanistic strategies may account for the intronic preference of regulatory elements in highly specialized

tissues.
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Figure 2. A: Proportions of common and tissue-specific ELSs identified in the 25 selected human adult samples that

overlap intronic, exonic and intergenic regions. B: Number of intergenic and intronic muscle-, fibro/myobblasts-, brain-

and blood-specific ELSs harboring eQTLs detected in Muscle, Fibroblasts, Brain subregions and Blood GTEx samples.

Coloured cells represent the proportion of eQTL-ELSs over the total amount of tissue-specific ELSs within each group.

C: Proportions of common and tissue-specific eQTL-ELSs targeting their host genes. These proportions were computed

over the total amount of intronic eQTL-ELSs within each group. D: Top five enriched GO terms associated with the

hosting and non-hosting eQTL-ELSs regulated genes. P value (FDR corrected) is reported for each enriched term.
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The enrichment of transcription factor binding sites in tissue-specific ELSs is independent

of their genomic location

The activation of ELSs is a dynamic process depending, mainly, on its accessible chromatin to be bound

by transcription factors (TFs). Thus, tissue-specific gene expression programs may be controlled by the

underlying signature of TFs-ELSs pairing (Schmitt et al., 2016). We next wondered whether the specific

distribution of ELSs, i.e. intronic vs intergenic, was associated with a different transcription factor binding

site (TFBS) signature that could account for their tissue specificity. For this purpose we explored, using the

software HOMER (Heinz et al., 2010), TFBSs differences between intronic and intergenic ELSs that were

either common or specific to a given tissue. We observed a high sharing rate of TFBSs between intronic

and intergenic ELSs, suggesting that there is a strong prevalence of certain transcriptional programs in each

tissue independently of the genomic location of ELSs. Notably, there are no enriched TFBSs in common

ELSs, either intronic or intergenic (Fig. 3A and Table S7). Amongst the TFBSs enriched in the tissue-specific

intronic and intergenic ELSs, there are some that are well known to control tissue-specific homeostatic events,

such as FLI1 and RUNX in blood controlling adult endothelial hemogenesis (Lis et al., 2017), and POU6F1

(Brn5), SOX4 and SOX8 in brain controlling the adult neural plasticity (McClard et al., 2018). POU5F1 (Oct4)

is required for iPSCs reprogramming, and MEIS1 in muscle is key for cardiomyogenesis (Dupays et al., 2015).

Although a great number of the TFs identified in our analysis are known for shaping the functions of certain

tissues, the vast majority of these TFs are ubiquitously or widely expressed in several tissues (Fig. 3B),

suggesting that the tissue-specificity of gene regulation does not arise from the transcription factor’s potential

to bind an ELS, but most likely from the genomic localization of the ELSs.

The genomic location of developmental ELSs is not associated with tissue specificity

Tissue-specific homeostatic features vary dramatically among different adult tissues. For instance, blood

comprises a number of cell types characterized by heterogeneous functions and high turnover. On the other

hand, muscles are formed by fewer cell types, mainly dedicated to the same function and with limited cell

division capacity. The maintenance of tissue homeostasis is ensured by quiescent adult stem cells with

features similar to their developmental native lineage (Rué and Martinez Arias, 2015; Biteau et al., 2011).

During development, tissues mature to fully reach their functional capacity in adulthood. Still, whether the

regulatory features of a given tissue are reminiscent of their developmental lineage remains largely unknown.

For this reason, we assessed the activity of the 991,173 cell type-agnostic ELSs across 27 embryonic samples

(Table S8). The correlation between the percentage of intergenic ELSs and the number of samples in which

ELSs are active was lower compared to adult samples (Spearman’s ρ = 0.38; p value = 0.054; Fig. 4A). MDS

analysis highlighted three main groups of embryonic samples: stem cells (ESC), neural progenitors, and a

heterogeneous group of more differentiated cell types (Fig. 4B; Table S8, Samples’ Group). The three groups

of samples were associated with 3,112, 784 and 1,166 specific ELSs, respectively (Table S9). Although the

majority of these ELSs were active only within the corresponding cluster, we reported that 26.2% of the
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Figure 3. A: Word cloud reporting the TFBSs significantly enriched in intronic and intergenic tissue-specific ELSs. No

significant TFBSs were found in common ELSs. The size of the word represents the significance of TFBSs enrichment.

B: Median expression, in the four matching GTEx tissues categories, of the TFs associated with significantly enriched

TFBSs in each cluster.
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neural progenitors-specific ELSs were also active in one ESC sample (Fig. S3A). On the contrary, we

identified only 94 ELSs common to all embryonic samples (Table S9). The proportion of specific intronic

ELSs was higher for neural progenitors and differentiated tissues (60.3% and 60.6%, respectively; Fig. 4C)

compared to ESC-specific (50.9%) and common (38.3%) ELSs, but lower with respect to clusters of adult

muscle and brain samples (71.6% and 74.0%, respectively, Fig. 2A). As in the case of adult samples, we

observed a scarcity of exonic ELSs (Fig. 4C, Table S11), while we could not find significant associations

between the frequency of group-specific intronic ELSs and features of intron length and density (Figs. S3B).

On the other hand, the density of ELSs per introns (Fig. S3B) was similar to the one observed in adult

samples (Fig. S2A).

When studying the genes harboring developmental group-specific intronic ELSs, we observed that they

are enriched in functions consistent with the corresponding adult tissue (Table S12). For instance, the ones

hosting neural progenitors-specific ELSs are enriched in neural development-related terms, such as axono-

genesis and dendritic spine organization. Notably, genes harboring developmental common ELSs are en-

riched in protein complexes like nBAF and SWI/SNF, known developmental chromatin remodelers (Alver

et al., 2017).

Lastly, in an attempt to define the amount of regulatory activity shared by embryonic and adult samples as

an indicator of the reminiscent embryonic function in adult tissue homeostasis, we computed, for specific and

common embryonic ELSs, the number of adult tissues in which they were found active. As expected, whereas

ELSs specific to stem cells and neural progenitors were active in a limited set of adult samples, embryonic

differentiated tissues reported a higher degree of shared regulatory activity with adult cell types. Moreover,

ELSs active in all embryonic samples (common) were also active in the majority of adult samples (Fig. 4D).

Overall, these results show that the genomic location of ELSs is dynamic throughout development, and shifts

towards intronic localization during tissue maturation.
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Figure 4. A: Scatter plot representing the percentage of intergenic ELSs active in increasing numbers of human

embryonic samples (Spearman’s ρ = 0.38; p value = 0.054). The degree of correlation between ELSs’ sharing and the

percentage of intergenic ELSs is lower compared to the one observed for adult samples. B: MDS representation of the

dissimilarities between the 27 human embryonic samples according to the pattern of activity of ELS-cREs (analogous

to Fig. 1B). The correspondence between samples and numbers is reported in Table S8. The MDS highlights 3 main

groups of embryonic samples. C: Proportions of common and group-specific ELSs identified in embryonic samples that

overlap intronic, exonic and intergenic regions. D: Rate of sharing of intronic (upper panel) and intergenic (lower panel)

ELSs between embryonic and adult samples. The histogram represents the number of selected adult samples (n = 25)

in which embryonic ELSs are active.
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Discussion

In this study, we show the central role of intronic Enhancer-Like Signatures (ELSs) in the control of tissue-

specific expression signatures. Tissue-specific homeostasis is a dynamic process encompassing the coordi-

nated expression in time and space of a wealth of genes, mainly controlled by active ELSs. The ENCODE

project reports that about half of these ELSs are intergenic, and 38% are intronic (ENCODE SCREEN Por-

tal: https://screen-v10.wenglab.org/, section “About”). The enrichment in intronic ELSs in the most

specialized tissues observed in our study, independently of the sequence – in terms of transcription factor

binding sites – suggests an important role of the genomic location of ELSs. Since Heitz described in 1928

(Heitz, 1928) euchromatin as chromosomal regions enriched in genes, and heterochromatin as inactive or

passive chromatin regions, this dual definition has been shaped throughout the years but it still remains vastly

correct (De Laat and Duboule, 2013; DeMare et al., 2013; Ernst and Kellis, 2010). Intergenic regions are

often regulatorily silenced, and this happens more frequently in adult than embryonic tissues (Heinz et al.,

2015). A similar correlation is observed in our data, since embryonic ELSs are not as frequently found in

intronic elements as in adults, suggesting that the maturation and tissue commitment correlates with the ELS

distribution across the whole genome. One could hypothesize that the enriched presence of intronic ELSs

in specialized tissues is advantageous for the control of the gene expression signature of a particular tissue,

for instance granting ELSs accessibility in open DNA regions (genes) and avoiding leaky activity of ELSs. In-

trons have been long observed as gene expression regulators throughout different mechanisms (Rose, 2019;

Chorev and Carmel, 2012; Shaul, 2017). Introns regulatory potential has been longly associated with the

regulation of the host gene’s expression in several different ways, often related to alternative splicing, intron

retention (Jacob and Smith, 2017), non-sense mediated decay (Lewis et al., 2003), and even with the control

of transcription initiation via recruitment of RNA Polymerase II (Bieberstein et al., 2012). However, here we

found that about half of the eQTL-ELSs located in introns do not regulate the expression of the host gene.

This is important regulatory information since it disentangles the presence of intronic ELSs from the regulation

of the host gene, opening new opportunities to identify the regulatory mechanisms controlling tissue-specific

gene expression. Overall, our results suggest that the genomic distribution of tissue-specific active ELSs is

not stochastic and mainly overlaps with intronic elements. The opposite happens to active ELSs common to

all tissues. These results suggest that intronic enhancers play a role in the regulation of gene expression in a

tissue-specific manner.
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Methods

The ENCODE registry of candidate cis-Regulatory Elements

The cell type-agnostic registry of human candidate cis-Regulatory Elements (cCREs) available from the EN-

CODE portal corresponds to a subset of 1,310,152 representative DNase hypersensitivity sites (rDHSs) in the

human genome with epigenetic activity further supported by histone modification (H3K4me3 and H3K27ac)

or CTCF-binding data (https://screen-v10.wenglab.org/; section “About”). It comprises 991,173

Enhancer-Like Signatures (ELS), 254,880 Promoter-Like Signatures (PLS), and 64,099 CTCF-only Signa-

tures. In addition, cell type-specific catalogues are provided for those cell types with available DNase and

ChIP-seq ENCODE data.

Selection of cCREs with enhancer-like signature (ELS) across human samples

We downloaded the set of 1,310,152 cell type-agnostic cCREs for human assembly 19 (hg19) from the

ENCODE SCREEN webpage (https://screen-v10.wenglab.org/; file ID: ENCFF788SJC). From the

ENCODE portal (www.encodeproject.org/matrix/?type=Annotation&encyclopedia_version=

ENCODE+v4&annotation_type=candidate+Cis-Regulatory+Elements&assembly=hg19), we re-

trieved cell type-specific registries of cCREs for 60 adult and 27 embryonic human samples with available

DNase data and ChIP-seq H3K4me3 and H3K27ac data. The ENCODE File Identifiers for the adult and em-

bryonic datasets are reported in Table S1 and S8, respectively. We focused on the 991,173 cell type-agnostic

cCREs with ELS activity, and generated a binary table in which we assessed, for a given cCRE, the pres-

ence/absence of ELS activity annotation (column 9 = ”255, 205, 0”) in each of the 60 adult and 27 embryonic

samples. A binary distance matrix between all pairs of adult samples was used to perform multidimensional

scaling (MDS) in three dimensions. This resulted in the selection of 25 adult samples. The same procedure

was applied, independently, to the embryonic samples. In this case, IMR-90, mesendoderm, mesodermal

cell, endodermal cell and ectodermal cell samples were not included in subsequent analyses.

Intersection of ELSs with genes, introns, exons and intergenic regions

Genes, exons and introns’ coordinates were obtained from GENCODE v19 annotation (https://www.

gencodegenes.org/human/release_19.html). The overlap between ELSs and genes, exons and in-

trons was computed using BEDTools intersectBed v2.27.1 (Quinlan and Hall, 2010). The proportions of

ELSs overlapping intronic segments (Figs. 2A, 4C) also include a limited set of ELSs overlapping both in-

tronic and exonic regions (common adult ELSs: 2.4%; iPSCs-specific ELSs: 3.1%; fibro/myoblasts-specific

ELSs: 4.5%; blood-specific ELSs: 5.6%; muscle-specific ELSs: 4.4%; brain-specific ELSs: 7.4%; common

embryonic ELSs: 7.4%; differentiated tissues-specific ELSs: 5.1%; neural progenitors-specific ELSs: 5.0%;

ESC-specific ELSs: 3.2%). On the other hand, we defined as exonic ELSs those intersecting exclusively

exonic regions (Figs. 2A, 4C). The overlap of ELSs with intergenic regions was obtained by intersecting the

former with the genes’ coordinates using the BEDTools intersectBed option -v.
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Tissue-active, tissue-specific and common ELSs

Tissue-active ELSs are ELSs active (see Methods section Selection of cCREs with enhancer-like signature

(ELS) across human samples) in ≥ 80% of the samples within a given group of samples (blood = 4/5; muscle

= 6/8; brain = 6/7; stem cells = 5/6; neural progenitors = 5/6; differentiated tissues = 8/10). Because of the

small sample size, we required iPSCs- and fibro/myoblasts-ELSs to be active in 100% of the samples (2/2;

3/3). Tissue-specific ELSs are tissue-active ELSs that are active in 0 (iPSCs, fibro/myoblasts) or at most 1

(all other groups) outer samples (i.e. samples outside the considered group). Common adult and embryonic

ELSs are ELSs active in 100% of the samples (25/25 and 22/22, respectively). To rule out indirect effects

of ELS activity related to promoter regions, we discarded common and tissue-specific ELSs overlapping any

annotated Transcription Start Site (TSS, ± 2Kb) in GENCODE v19.

Assessing enhancer regulatory activity

ELSs were annotated by using the GTEx v7 (Aguet et al., 2017)) significant variant-gene pairs from 46 dif-

ferent tissues (number of samples with genotype ≥ 70). Only single-tissue eQTL-eGene associations with a

qval ≤ 0.05 were used. Similar GTEx tissues were grouped in unique categories in order to consider the most

complete catalogue of eQTL-eGene pairs per group of samples. These categories were named as follows:

fibroblasts (Skin Not Sun Exposed Suprapubic, Cells Transformed Fibroblasts), blood (Whole Blood, Spleen),

muscle (Skeletal Muscle), brain subregions (all brain subregions, Pituitary Gland, Nerve Tibial), cardiovas-

cular (Heart Atrial Appendage, Heart Left Ventricle, Artery Aorta, Artery Coronary, Artery Tibial), digestive

(Liver, Pancreas, Small Intestine Terminal Ileum, Stomach, Colon Sigmoid, Colon Transverse, Esophagus

Gastroesophageal Junction, Esophagus Mucosa, Esophagus Muscularis, Adipose Subcutaneous, Adipose

Visceral Omentum), gland (Adrenal Gland, Thyroid, Minor Salivary Gland), breast (Breast Mammary Tissue),

lung (Lung), sexual (Ovary, Prostate, Testis, Uterus, Vagina). Bedtools (Quinlan and Hall, 2010) was used

to intersect the tissue-specific ELSs’ coordinates with the cis-eQTLs’ positions in the considered genomic

locations (intronic and intergenic). We kept all eQTL-eGene pairs that were found significantly associated

with the matching eQTL-ELS’s tissue category (brain, blood, muscle and fibro/myoblasts). In the case of

iPSCs-specific and common ELSs, we considered those eQTL-eGene pairs that were significantly reported

in all the tissues. The resulting intersected ELSs were considered as being responsible for the regulation of

the associated eGene. The functional enrichment of the ELSs’ target genes was performed by the online

utility WebGestalt (Liao et al., 2019).

cis-Regulatory Elements and Transcription Factor Binding Sites

Transcription factor binding sites (TFBSs) were predicted by using the motif discovery software HOMER

(Heinz et al., 2010) This program performs a differential motif discovery by taking two sets of genomic regions

(findMotifGenome.pl script) and identifying the motifs that are enriched in one set of sequences relative to

a background list of regions. We analysed the tissue-specific ELSs’ binding motifs by considering the ELS

regions from all the other tissues as background. We searched for 6-mer and 7-mer length motifs as a way
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to focus on enriched core motif sequences and avoid redundancy from longer motifs with similar functions.

A hypergeometric test and FDR correction were applied for the motif enrichment. Only significantly enriched

motifs were considered in the subsequent analysis. The word size in Figure 3A is proportional to the sig-

nificance of the enrichment, it is calculated as the difference of sequence frequencies where the TFBS is

found in the target and background lists of regions. The functionality of the predicted TFBSs was assessed

by analysing the tissue-specific expression of the transcription factors that bind to them. GTEx expression

data (v7) was analysed for those transcription factors whose TFBSs were reported as significant by HOMER

in all tissues and genomic locations.

Data access

All ENCODE data used in this study is publicly available on the ENCODE portal (www.encodeproject.

org/). GTEx gene expression and eQTL data is available on the GTEx portal (www.gtexportal.org).
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Fig. S1. A: Multidimensional scaling (MDS) representation of the dissimilarities between the 60 human adult samples based
on the pattern of activity of ELS-cCREs. The binary distance between a given pair of samples was computed considering
presence/absence vectors of the 991,173 ELS cCREs. The correspondence between samples and numbers is reported in
Table S1. B: Tissue-active ELSs can be shared among tissues from other clusters. The histogram represents, within the
different sets of tissue-active ELSs per cluster(panels 1-5), the number of ELSs also active in samples belonging to other
clusters, indicating that only a proportion of ELSs are tissue-specific.
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Fig. S2. A: Features of genes hosting either common or tissue-specific intronic ELSs identified in adult samples: (1) number
of introns per hosting gene (2) median intron length per hosting gene (3) intronic ELSs’ density, defined as the ratio between
the number of ELSs intersecting a given intron and the size of the intron (Kb). B: Proportion of eQTL-ELSs with respect to
the total amount of ELSs in each group.
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Fig. S3. A: Group-specific ELSs in embryonic samples (analogous to Figure 1D). The barplot represents the type of outer
samples observed within sets of stem cells-, differentiated tissues- and neural progenitors-specific ELSs. B: Features of
genes hosting either common or specific intronic ELSs identified in embryonic samples (analogous to Figure S2A): (1)
number of introns per hosting gene (2) median intron length per hosting gene (3) density of ELSs per intron, defined as the
ratio between the number of ELSs intersecting a given intron and the size of the intron (Kb).
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Biosample Term Name Biosample Type Samples’ Cluster ENCODE File ID
1 � DOHH2 cell line - ENCFF980MYQ
2 � SU-DHL-6 cell line - ENCFF772BBT
3 � OCI-LY7 cell line - ENCFF250ICR
4 � OCI-LY1 cell line - ENCFF625TTV
5 � B-cell primary cell blood ENCFF379TAE
6 � Karpas-422 cell line - ENCFF106UHI
7 � OCI-LY3 cell line - ENCFF281DXP
8 � GM12878 cell line - ENCFF895ZSL
9 � T-cell primary cell blood ENCFF098NHL

10 � natural killer cell primary cell blood ENCFF529UWB
11 � peripheral blood mononuclear cell primary cell blood ENCFF509DPX
12 � MM.1S cell line - ENCFF971FPO
13 � Loucy cell line - ENCFF565KAA
14 � CD14-positive monocyte primary cell blood ENCFF967MJU
15 � spleen tissue - ENCFF821ESA
16 � mucosa of rectum tissue - ENCFF759YFL
17 � K562 cell line - ENCFF095YVI
18 � GM23248 cell line - ENCFF298RII
19 � PC-3 cell line - ENCFF523DDS
20 � HeLa-S3 cell line - ENCFF477PXA
21 � ACC112 cell line - ENCFF618KHO
22 � fibroblast of lung primary cell fibro/myoblasts ENCFF495RTY
23 � skeletal muscle myoblast primary cell fibro/myoblasts ENCFF037UZZ
24 � myotube in vitro differentiated cells fibro/myoblasts ENCFF120MMC
25 � HCT116 cell line - ENCFF664XAH
26 � MCF-7 cell line - ENCFF446ZBB
27 � stomach tissue - ENCFF992HIZ
28 � pancreas tissue - ENCFF681HOL
29 � body of pancreas tissue - ENCFF768JUC
30 � right lobe of liver tissue - ENCFF476MEG
31 � aorta tissue - ENCFF178GDW
32 � thoracic aorta tissue - ENCFF257XAQ
33 � ovary tissue - ENCFF586NXH
34 � thyroid gland tissue - ENCFF296SZK
35 � esophagus tissue - ENCFF442HYL
36 � muscle layer of duodenum tissue muscle ENCFF862BGI
37 � gastrocnemius medialis tissue - ENCFF322RAX
38 � subcutaneous abdominal adipose tissue tissue muscle ENCFF725QLM
39 � rectal smooth muscle tissue tissue muscle ENCFF093MDL
40 � vagina tissue muscle ENCFF904XYE
41 � stomach smooth muscle tissue muscle ENCFF726JTT
42 � skeletal muscle tissue tissue muscle ENCFF311MNY
43 � right cardiac atrium tissue muscle ENCFF278RUJ
44 � gastrocnemius medialis tissue muscle ENCFF863OGG
45 � endocrine pancreas tissue - ENCFF055CJM
46 � lung tissue - ENCFF598QTT
47 � liver tissue - ENCFF645PQQ
48 � GM23338 cell line - ENCFF651YUN
49 � mucosa of rectum tissue - ENCFF403IPC
50 � iPS-18a cell line iPSC ENCFF920QRH
51 � colonic mucosa tissue - ENCFF867TJN
52 � iPS-20b cell line iPSC ENCFF231KWX
53 � bipolar neuron in vitro differentiated cells - ENCFF045GKW
54 � middle frontal area 46 tissue brain ENCFF070EXF
55 � caudate nucleus tissue brain ENCFF508GKP
56 � angular gyrus tissue brain ENCFF942KAC
57 � layer of hippocampus tissue brain ENCFF159NZA
58 � substantia nigra tissue brain ENCFF233VRB
59 � temporal lobe tissue brain ENCFF810IQU
60 � cingulate gyrus tissue brain ENCFF494WCN

Table S1. ENCODE catalogues of cell type-specific candidate cis-Regulatory Elements (cCREs) for 60 human adult
samples. The accession number (ENCODE File ID) allows to uniquely identify the catalogue on the ENCODE portal
(https://www.encodeproject.org/). The color palette was inspired by the Genotype Tissue Expression (GTEx) Project.
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Samples Tissue-active ELSs Tissue-specific ELSs

blood 6,589 1,539
iPSC 23,743 11,666
fibro/myoblasts 18,695 2,882
muscle 29,013 4,313
brain 40,221 14,667

Samples Common ELSs

all 208

Table S2. [upper panel] Number of ELSs active in each of the 5 clusters of 25 selected human adult samples. Tissue-
active ELSs are those active in 100% (iPSC, fibro/myoblasts) or ≥ 80% (all other clusters) of the samples within a cluster.
Tissue-specific ELSs are tissue-active ELSs that are active in 0 (iPSC, fibro/myoblasts) or at most 1 (all other clusters) outer
sample (i.e. a sample that does not belong to the considered cluster). [lower panel] Number of ELSs active in 100% of the
25 selected human adult samples (common ELSs).

Genomic location Tissue cluster FDR Odds ratio Confidence interval

intronic

iPSC 5.7e-08 0.45 0.34 - 0.61
fibro/myoblasts 1.2e-07 0.45 0.33 - 0.61
blood 2.0e-08 0.42 0.3 - 0.57
muscle 5.1e-25 0.22 0.16 - 0.3
brain 9.0e-30 0.19 0.14 - 0.26

exonic

iPSC 7.3e-01 0.79 0.31 - 1.67
fibro/myoblasts 3.5e-01 0.64 0.25 - 1.38
blood 2.0e-02 0.40 0.16 - 0.88
muscle 1.5e-01 0.53 0.21 - 1.14
brain 8.2e-04 0.31 0.12 - 0.66

intergenic

iPSC 5.7e-08 2.22 1.66 - 2.99
fibro/myoblasts 1.6e-07 2.18 1.62 - 2.96
blood 2.0e-09 2.52 1.85 - 3.46
muscle 1.9e-26 4.79 3.55 - 6.49
brain 6.5e-33 5.69 4.24 - 7.66

Table S3. For each cluster of samples we assessed, with Fisher’s exact test, significant differences in the proportions of
common vs tissue-specific ELSs that overlap intronic, exonic and intergenic regions. P value (FDR-corrected), odds ratio
and confidence interval are reported for each test.

Group
Genes ∩ ELSs

Introns Exons Both Total

blood 548 (82.90%) 30 (4.54%) 83 (12.56%) 661
iPSC 2,008 (83.98%) 59 (2.47%) 324 (13.55%) 2,391
fibro/myoblasts 912 (86.36%) 19 (1.80%) 125 (11.84%) 1,056
muscle 977 (83.08%) 36 (3.06%) 163 (13.86%) 1,176
brain 1,647 (64.34%) 153 (5.98%) 760 (29.69%) 2,560
common 57 (90.48%) 2 (3.17%) 4 (6.35%) 63

Table S4. Number of genes whose introns and / or exons intersect tissue-specific and common ELSs identified in adult
samples.
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Group GO term Description

Brain

BP: 0007266 Rho protein signal transduction
BP: 0007417 Central nervous system development
BP: 0007411 Axon guidance
BP: 0099111 Microtubule-based transport
BP: 0007265 Ras protein signal transduction
CC: 0044309 Neuron spine
CC: 0044295 Axonal growth cone
CC: 0099091 Postsynaptic specialization, intracellular component
CC: 0099055 Integral component of postsynaptic membrane
CC: 0099240 Intrinsic component of synaptic membrane

Blood

BP: 0046777 Protein autophosphorylation
BP: 0002521 Leukocyte differentiation
BP: 0051338 Regulation of transferase activity
BP: 0043370 Regulation of CD4-positive, alpha-beta T cell differentiation
BP: 0050867 Positive regulation of cell activation
CC: 0001772 Immunological synapse
CC: 0009898 Cytoplasmic side of plasma membrane
CC: 0098562 Cytoplasmic side of membrane
CC: 0048471 Perinuclear region of cytoplasm
CC: 0030667 Secretory granule membrane

Muscle

BP: 0007266 Rho protein signal transduction
BP: 0007417 Central nervous system development
BP: 0051216 Cartilage development
BP: 0048705 Skeletal system morphogenesis
BP: 0007265 Ras protein signal transduction
CC: 0042383 Sarcolemma
CC: 0098589 Membrane region
CC: 0030018 Z disc
CC: 0043292 Contractile fiber
CC: 0097517 Contractile actin filament bundle

Common

BP: 1990776 Response to angiotensin
BP: 1901699 Cellular response to nitrogen compound
CC: 0045121 Membrane raft
CC: 0098857 Membrane microdomain
CC: 0098589 Membrane region
CC: 0005899 Insulin receptor complex

Table S5. Significantly enriched GO terms associated with genes hosting intronic ELSs identified in adult samples. Only
the top five enriched terms are shown for each analysis. (BP: Biological Process; CC: Cellular Component).
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Group Genomic location GO term Description

Brain

Intergenic
CC:0015630 microtubule cytoskeleton
CC:0043005 neuron projection

Intronic

BP:0030031 cell projection assembly
BP:0000226 microtubule cytoskeleton organization
BP:0030030 cell projection organization
CC:0071547 piP-body
CC:0032420 stereocilium
CC:0016235 aggresome
MF:0098632 cell-cell adhesion mediator activity
MF:0015631 tubulin binding

MF:0016810
hydrolase activity, acting on carbon-nitrogen
(but not peptide) bonds

Muscle

Intergenic

BP:0006067 ethanol metabolic process
CC:0042611 MHC protein complex
CC:0030990 intraciliary transport particle
CC:0010008 endosome membrane

Intronic

BP:0009069 serine family amino acid metabolic process
BP:1901137 carbohydrate derivative biosynthetic process
BP:1901135 carbohydrate derivative metabolic process

CC:0071556
integral component of lumenal side
of endoplasmic reticulum membrane

CC:0032154 cleavage furrow
CC:0030665 clathrin-coated vesicle membrane
MF:0032190 acrosin binding
MF:0032395 MHC class II receptor activity
MF:0016755 transferase activity, transferring amino-acyl groups

Blood Intergenic

BP:0019886
antigen processing and presentation of
exogenous peptide antigen via MHC class II

BP:0060333 interferon-gamma-mediated signaling pathway
BP:0002757 immune response-activating signal transduction
CC:0042613 MHC class II protein complex

CC:0071556
integral component of lumenal side
of endoplasmic reticulum membrane

CC:0032588 trans-Golgi network membrane
MF:0032395 MHC class II receptor activity

Intronic - -

iPSC
Intergenic - -
Intronic - -

Fibro/myoblasts
Intergenic - -
Intronic CC:0015629 actin cytoskeleton

Common
Intergenic BP:0010760 negative regulation of macrophage chemotaxis
Intronic CC:0009986 cell surface

Table S6. Significantly enriched GO terms associated with the intergenic and intronic eQTL-ELSs’ target genes. Only the
three top enriched terms are shown for each analysis (BP: Biological Process; CC: Cellular Component; MF: Molecular
Function).
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Group Genomic location Transcription factors

Brain Intronic
SOX4, Hic1, Zfp691, MAFA, ZBTB26, DCE, ZNF317,
MXI1,Egr1, HOXA1, Ahr::Arnt, KLF15

Intergenic SOX8, Zscan4, NFIX, Zfp410, Irf5, AR-halfsite, POU6F1

Blood
Intronic ELF3, RUNX1, FLI1
Intergenic ELF3, RUNX1

Muscle
Intronic NFIA, MEIS1, NR1I3
Intergenic -

Fibro-myoblasts
Intronic BATF, TEAD3, RUNX2
Intergenic BATF, TEAD3, RUNX

iPSC
Intronic POU5F1, ZEB1, TEAD4, SOX3, Nkx6-1, Zbtb7b, GATA4, E2F7

Intergenic
POU5F1, ZEB1, Nkx6-1, GATA2, MZF1, YY1, SRY,
ZNF519, ZNF682, TEAD, DCE, MZF1, PRDM1, Arnt:Ahr

Common
Intronic -
Intergenic -

Table S7. Transcription factors corresponding to the significantly enriched transcription factor binding sites (TFBSs) reported
by HOMER in each group of ELSs and genomic location.
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Biosample Term Name Biosample Type Samples’ Group ENCODE File ID
1 � HUES6 cell line stem cells (ESC) ENCFF205SDB
2 � HUES64 cell line stem cells (ESC) ENCFF180QLH
3 � HUES48 cell line stem cells (ESC) ENCFF086FKD
4 � mesendoderm in vitro differentiated cells - ENCFF620BVM
5 � H9 cell line stem cells (ESC) ENCFF021HBJ
6 � H9 cell line stem cells (ESC) ENCFF505OUS
7 � H1 cell line stem cells (ESC) ENCFF051OUV
8 � mesodermal cell in vitro differentiated cells - ENCFF250CGY
9 � endodermal cell in vitro differentiated cells - ENCFF138DOQ

10 � neuroepithelial stem cell in vitro differentiated cells neural progenitors ENCFF138OGZ
11 � ectodermal cell in vitro differentiated cells - ENCFF332EYK
12 � radial glial cell in vitro differentiated cells neural progenitors ENCFF593TNG
13 � neural progenitor cell in vitro differentiated cells neural progenitors ENCFF112ZGF
14 � mid-neurogenesis radial glial cells in vitro differentiated cells neural progenitors ENCFF376XBS
15 � neural stem progenitor cell in vitro differentiated cells neural progenitors ENCFF455CQW
16 � neural cell in vitro differentiated cells neural progenitors ENCFF477EUQ
17 � smooth muscle cell in vitro differentiated cells differentiated tissues ENCFF281QON
18 � thymus tissue differentiated tissues ENCFF059PHA
19 � adrenal gland tissue differentiated tissues ENCFF840ANN
20 � IMR-90 cell line - ENCFF469PXS
21 � fibroblast of lung primary cell differentiated tissues ENCFF292NZP
22 � muscle of trunk tissue differentiated tissues ENCFF800YES
23 � muscle of leg tissue differentiated tissues ENCFF941JIE
24 � stomach tissue differentiated tissues ENCFF198WHL
25 � hepatocyte in vitro differentiated cells differentiated tissues ENCFF093BQM
26 � large intestine tissue differentiated tissues ENCFF903RGX
27 � small intestine tissue differentiated tissues ENCFF543DVJ

Table S8. ENCODE catalogues of cell type-specific candidate cis-Regulatory Elements (cCREs) for 27 human embryonic
samples. The accession number (ENCODE File ID) allows to uniquely identify the catalogue on the ENCODE portal
(https://www.encodeproject.org/).
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Samples Group-active ELSs Group-specific ELSs

stem cells (ESC) 7,561 3,112
neural progenitors 4,332 784
differentiated tissues 4,046 1,166

Samples Common ELSs

all 94

Table S9. [upper panel] Number of ELSs active in each of the 3 groups of 22 selected human embryonic samples. Group-
active ELSs are those active in ≥ 80% of the samples within a group. Group-specific ELSs are group-active ELSs that are
active in at most 1 outer sample (i.e. a sample that does not belong to the considered group). [lower panel] Number of
ELSs active in 100% of the 22 selected human embryonic samples (common ELSs).

Genomic location Samples’ Group FDR Odds ratio Confidence interval

intronic
stem cells (ESC) 3.1e-02 0.60 0.38-0.93
neural progenitors 1.3e-04 0.41 0.26-0.65
differentiated tissues 9.9e-05 0.40 0.25-0.63

exonic
stem cells (ESC) 7.6e-01 1.14 0.03-7.05
neural progenitors 1.0e+00 0.64 0.01-4.34
differentiated tissues 8.1e-01 0.49 0.01-3.07

intergenic
stem cells (ESC) 3.1e-02 1.66 1.07-2.6
neural progenitors 9.9e-05 2.51 1.59-4.01
differentiated tissues 9.9e-05 2.60 1.66-4.11

Table S10. For each group of samples we assessed, with Fisher’s exact test, significant differences in the proportions of
common vs group-specific ELSs that overlap intronic, exonic and intergenic regions. P value (FDR-corrected), odds ratio
and confidence interval are reported for each test.

Group Genes ∩ ELSs
Introns Exons Both Total

stem cells (ESC) 907 (89.27%) 21 (2.07%) 88 (8.66%) 1016
neural progenitors 359 (87.56%) 13 (3.17%) 38 (9.27%) 410
differentiated tissues 492 (86.16%) 24 (4.2%) 55 (9.63%) 571
common 33 (82.5%) 1 (2.5%) 6 (15%) 40

Table S11. Number of genes whose introns and / or exons intersect group-specific and common ELSs identified in embry-
onic samples.
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Group GO term Description

Neural progenitors

BP: 0060291 Long-term synaptic potentiation
BP: 0050770 Regulation of axonogenesis
BP: 0097061 Dendritic spine organization
CC: 0008328 Ionotropic glutamate receptor complex
CC: 0098878 Neurotransmitter receptor complex
CC: 0014069 Postsynaptic density
MF: 0004970 Ionotropic glutamate receptor activity
MF: 0005089 Rho guanyl-nucleotide exchange factor activity
MF: 0008013 Beta-catenin binding

Differentiated tissues

BP: 1900020 Positive regulation of protein kinase C activity
BP: 1900040 Regulation of interleukin-2 secretion
BP: 0060766 Negative regulation of androgen receptor signaling pathway
CC: 0098651 Basement membrane collagen trimer
CC: 0098644 Complex of collagen trimmers
CC: 0005583 Fibrillar collagen trimer
MF: 0044548 S100 protein binding
MF: 0035252 UDP-xylosyltransferase activity
MF: 0030020 Extracellular matrix structural constituent conferring tensile strength

Stem cells (ESC)

BP: 0042908 Xenobiotic transport
BP: 0045986 Negative regulation of smooth muscle contraction
BP: 0098698 Postsynaptic specialization assembly
CC: 0099092 Postsynaptic density, intracellular component
CC: 0031304 Intrinsic component of mitochondrial inner membrane
CC: 0008328 Ionotropic glutamate receptor complex
MF: 0008146 Sulfotransferase activity
MF: 0005547 Phosphatidylinositol-3,4,5-triphosphate binding
MF: 0070300 Phosphatidic acid binding

Common
CC: 0071565 nBAF complex
CC: 0016514 SWI/SNF complex
CC: 0070603 NI/SNF superfamily-type complex

Table S12. Significantly enriched GO terms associated with the genes harboring intronic ELSs identified in embryonic
samples. Only the top three enriched terms are shown in each analysis (BP: Biological Process; CC: Cellular Component;
MF: Molecular Function).
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CHAPTER 3

When to cut? Analyzing the timing of splicing

The availability of different types of NGS datasets, including eCLIP,
ChIP-seq and fractional RNA-seq, has recently prompted research
towards understanding the role of chromatin and RNA binding pro-
teins (RBPs) in RNA processing events. Splicing of primary tran-
scripts occurs mostly in the nucleus prior to export to the cytosol.
In virtue of this, we have implemented a methodology that, based
on the proportion of RNA-seq reads mapped to a pair of splicing
junctions in the nuclear and cytosolic compartments, classifies the
corresponding intron as co-transcriptionally or post-transcriptionally
spliced. We have applied this method to a panel of 13 human cell
lines for which fractional RNA-seq is available from the ENCODE
portal. The fraction of introns undergoing post-transcriptional splic-
ing dramatically varies across cellular conditions. We observe, for a
subset of introns, that the classification in either of the two groups is
shared across the majority of cell lines. Besides, co-transcriptionally
spliced introns are more abundant, as previously reported. Never-
theless, a considerable fraction of introns, especially within protein-
coding genes, switch from co-transcriptional to post-transcriptional
splicing among cell types. We have integrated these results with the
analysis of ENCODE eCLIP and ChIP-seq datasets available for a
number of RBPs, transcription factors (TFs), chromatin modifiers and
histone modifications. We observe a preferential binding of compo-
nents of the spliceosome machinery to post-transcriptionally spliced
introns, consistent with the delayed processing of these introns. We
are currently developing machine learning classifiers to predict co- vs
post-transcriptional splicing based on binding patterns of RBPs and
epigenetic features.

Borsari B., Peña Castillo L. and Guigó R. Variation and constraint in
the timing of splicing.

In preparation.
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Variation and constraint in the timing of splicing

Beatrice Borsari1, Lourdes Peña Castillo2 and Roderic Guigó1,3

1Centre for Genomic Regulation (CRG), The Barcelona Institute of Science and Technology, Barcelona, Catalonia, Spain
2Departments of Computer Science and Biology, Memorial University of Newfoundland, St. John’s, Canada

3Universitat Pompeu Fabra (UPF), Barcelona, Catalonia, Spain

Introduction

The large availability of different types of Next Generation Sequencing datasets, including eCLIP and frac-

tional RNA-seq, as well as a plethora of ATAC-seq data, and ChIP-seq data for histone modifications and

DNA-binding factors, has prompted research towards understanding the role of chromatin and RNA-binding

proteins in RNA processing events. A relationship between nucleosome positioning and exon recognition

was described more than a decade ago, with higher nucleosome occupancy rates in exons compared to

introns reported across multiple species (Andersson et al., 2009, Schwartz et al., 2009, Tilgner et al., 2009,

Wilhelm et al., 2011). This exonic nucleosome preference does not seem to be transcription-dependent,

since it has also been observed in transcriptionally silent genes. Instead, H3K36me3 marking at exons has

been shown to correlate with exon expression and inclusion (Kolasinska-Zwierz et al., 2009, Spies et al.,

2009).

On the other hand, the availability of fractional RNA-seq experiments allows to track the degree of splic-

ing completion transcriptome-wide, and to compare it between the nuclear and cytosolic compartments.

Based on metrics such as cosi and cosit (Pervouchine et al., 2013, Tilgner et al., 2012), it is possible to

compute the degree of splicing completeness for a given exon or intron, respectively, therefore to assess

whether it has been spliced co-transcriptionally (i.e. it displays comparable and high degrees of splicing

completion in both compartments) or post-transcriptionally (it shows, instead, a higher degree of splicing

completion in the cytosol compared to the nucleus). It has been reported that splicing in the human genome

is predominantly co-transcriptional, although inefficient for lncRNAs, which sometimes appear unspliced

also in the cytosolic RNA-seq fraction (Tilgner et al., 2012). A 5’-to-3’ trend has also been observed, with

downstream splicing events in the transcript more prone to occur post-transcriptionally. Furthermore, post-

transcriptionally spliced exons have been described as enriched in canonically active chromatin marks,

nucleosome occupancy and Pol II occupancy, compared to exons that are rapidly excised from the tran-

script (Tilgner et al., 2012).

Here, we analyze differences in splicing completion between nucleus and cytosol across a panel of

13 human cell lines, and explore patterns of chromatin and RNA binding features associated with intronic

segments that are retained for a longer time within the transcript.
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Results

With the aim of investigating the timing of splicing across different cellular conditions, we obtained fractional

polyA+ RNA-seq profiles generated by the ENCODE project (Davis et al., 2018, Dunham et al., 2012) in 13

human cell lines (Djebali et al., 2012). Because splicing of primary transcripts mostly occurs in the nucleus

prior to export to the cytosol (Buckley et al., 2014, Naftelberg et al., 2015), we took advantage of this spatial

constraint as a proxy to study differences in the splicing time of introns.

For each cell line, we quantified splice junctions with the Integrative Pipeline for Splicing Analyses

(IPSA, https://github.com/guigolab/ipsa-nf), independently for nuclear and cytosolic compart-

ments. Introns with splice junctions lowly represented in both nuclear and cytosolic RNA-seq fractions were

considered to be rapidly excised from the transcript (co-transcriptionally spliced, cs; Supplementary Fig-

ures 1a-b). On the contrary, introns displaying higher enrichment of junction reads in the nucleus compared

to the cytosol were considered as retained for a longer time in the transcript (post-transcriptionally spliced,

ps). Given the accumulating evidence for widespread intron retention events (Braunschweig et al., 2014,

Pandya-Jones et al., 2013), we also considered the case of introns comparably retained within both nuclear

and cytosolic transcripts (unprocessed introns) (Supplementary Figures 1a-b).

To rule out confounding effects due to alternative splicing events, we focused on a subset of 73,064

introns constitutively annotated in Gencode version 24 (Supplementary Figure 1c). Thus, for every cell

line, we classified the expressed introns in this subset as co-/post-transcriptionally spliced or unprocessed,

based on the proportion of reads supporting splicing incompletion and completion in the two cellular frac-

tions (Supplementary Figures 1b, d, e). Introns that, counterintuitively, displayed a higher rate of splicing

completion in the nucleus compared to the cytosol were considered artifacts (Supplementary Figures 1a,

b, d, e; see Methods).

In our analyses, cs introns are more abundant than ps introns (Figures 1a-b, Supplementary Figure 1f),

consistent with previous observations (Tilgner et al., 2012), while the fraction of unprocessed or artifactually

spliced intronic sequences is overall negligible. Our classification is supported by the previously described

intron-centric measure of splicing completion cosit (Supplementary Figure 1f). Remarkably, we observed

subsets of introns constitutively cs (n = 16,798; 23%; Figures 1a, 1c) or ps (n = 12,751; 17%; Figures 1a, 1d)

across all cell lines, while approximately 15% of the analyzed introns switch from co-transcriptional to post-

transcriptional splicing, especially in endothelial cells and MCF-7, GM12878, K562 and IMR-90 cell lines

(Figures 1a-b). Altogether, this suggests that, for a subset of introns, their splicing time is tightly regulated

across different cell types. Constitutive ps introns are shorter, belong to shorter transcripts which present

fewer exons and are more expressed than those carrying constitutively cs introns (Figure 1e). Moreover,

ps introns are characterized by a higher GC content and present weaker acceptor (but not donor) sites

(Supplementary Figure 1g). Genes hosting constitutive ps introns are enriched in functions associated

with RNA processing and ncRNA metabolism (Figure 1f, right side), in line with mechanisms of splicing

autoregulation previously described (Pervouchine et al., 2019). In contrast, genes carrying cs introns tend

to be involved in cell division and DNA-based processes (Figure 1f, left side).
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We next investigated whether cs and ps introns present specific patterns of RNA- and DNA-binding

factors. To this end, we took advantage of the ENCODE collection of eCLIP experiments (Van Nostrand

et al., 2020), which have assayed a number of RNA-binding proteins in K562 and HepG2 cell lines. We

specifically focused on a subset of 73 RBPs profiled in both K562 and HepG2, and compared their enrich-

ment between the sets of cs and ps introns identified in each cell line (Figure 2a). We observed differential

binding of most RBPs between cs and ps introns in both cell lines, with higher frequency of peaks in the

set of ps introns. The proportion of cs and ps introns bound by a given RBP is indeed consistent be-

tween K562 and HepG2. Nonetheless, only for a subset of RBPs – specifically KHSRP, RBM22, SF3B4,

AQR, EFTUD2, PRPF8, which are well known members of the spliceosome machinery (source: UniProt,

https://www.uniprot.org/) – this proportion is above 10% in both cell lines. We next assessed

whether the enrichment of eCLIP peaks in ps compared to cs introns is statistically significant, and to which

extent it is also shared by unprocessed introns. Thus, for each of the 73 RBPs, we pairwise compared the

proportions of introns with eCLIP peaks between cs, ps, and unprocessed introns (two-sided Fisher’s exact

test, p-value< 0.01, odds-ratio< 0.56 or odds-ratio> 1.8). We identified 11 RBPs consistently more bound

to ps and unprocessed introns than cs introns (Supplementary Figure 2). Of note, these RBPs are involved

in RNA processing functions not related to splicing, such as RNA capping, cleavage and polyadenylation,

but also RNA transport and methylation, and regulation of RNA translation (source: UniProt). Therefore,

the binding of these factors to intronic sequences can be considered a general feature of introns retained

for a longer time in the transcript, independently of their splicing outcome. On the other hand, four (RBM22,

SF3B4, AQR, PRPF8) of the six aforementioned RBPs appear to selectively bind ps introns. SF3B4 is in-

volved in the formation of splicing Complex A, while RBM22, AQR and PRPF8 – which have been reported

to interact – contribute to the formation of splicing Complexes B and C (source: UniProt). This is consistent

with these RBPs localizing in ps but not in unprocessed introns. On the other hand, exons flanking ps and

cs introns show enrichment in a distinct set of RBPs, including FXR2, ZNF800, GRWD1, RPS3, UCHL5

and BUD13, which besides appear more evenly distributed between ps and cs exons (Figure 2b). Overall,

this suggests that binding patterns of distinct RBPs characterize introns and exons, and that the enrichment

of specific splicing factors correlates with the time required to excise introns.

We performed similar analyses with the ENCODE collection of ChIP-seq datasets for transcription fac-

tors (TFs) and chromatin modifiers, available for five of the considered cell lines. Nonetheless, we observed

a scarcity of binding events in both cs and ps introns (Supplementary Figures 3a-b), which in all cases did

not involve more than 10% of the total introns, pointing to a comparatively minor role of DNA-binding fac-

tors in discriminating the differential timing of splicing events. On the other hand, when focusing on histone

modifications, we found that H3K36me3 marks a large fraction of the analyzed introns – often more than

30% (Figure 3a) –, and especially in cell lines characterized by higher rates of post-transcriptional splic-

ing (such as GM12878, endothelial cells and K562), H3K36me3 is significantly more enriched in ps than

cs introns (Figure 3b). Moreover, this mark appears to be enriched in spliced rather than unprocessed

introns consistently across all cell lines (Figure 3b). In contrast, marking by H3K79me2, another modifi-
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cation that broadly covers actively transcribed gene bodies, is less abundant at introns than H3K36me3,

and more often enriched in ps/unprocessed than cs introns. Instead, H3K4me1 marks unspliced introns,

being comparably depleted from cs and ps introns. In a few cell lines we also reported H4K20me1 signal

enriched in ps compared to cs introns (Figures 3a-b). Exons flanking cs and ps introns are also marked by

H3K36me3 at similar or even higher rates than introns, but show lower frequency of H3K79me2, H3K4me1

and H4K20me1 peaks (Supplementary Figure 3c). Overall, this suggests that marking of introns by dis-

tinct histone modifications can be associated with differences in splicing time (co-/post-transcriptionally:

H3K36me3) and efficiency (retained/excised: H3K4me1, H3K36me3).

Besides patterns of DNA- and RNA-binding events, we also investigated whether other features are

associated with the marked differences in co- vs post-transcriptional splicing observed across distinct cell

types. To do so, we computed Spearman’s correlation coefficients between the rate of co-transcriptional

splicing (Figure 1b) and the nuclear or cytosolic expression levels of genes across the 13 cell lines. We

identified three genes (CTNS, SLC6A15 and PSAT1; Figure 4a) whose expression across cell lines is sig-

nificantly and positively correlated (FDR < 0.1, Spearman’s ρ > 0.7) with the frequency of co-transcriptional

splicing. Among others, these genes are associated with functions related to amino-acid transport, which

prompted us to investigate whether the timing of splicing of protein-coding RNAs is more tightly regulated in

different conditions, compared to non-coding RNAs. We thus focused on those introns expressed in at least

9 out of the 13 (excluding artifactually spliced introns). Among them, we identified 927 introns belonging

to 238 uniquely non-coding genes. We thus selected an equal number of uniquely protein-coding genes (n

introns = 1,079) displaying similar distributions of expression levels (Supplementary Figure 4a). In order to

analyze switches from co-transcriptional to post-transcriptional splicing or intron retention, we considered

subsets of introns classified as either cs or ps/unprocessed in an equivalent number of cell lines (from 3 to

6, i.e. introns classified as cs in ≥3 cell lines and as ps/unprocessed in ≥3 other cell lines), and ensured

that the overall rate of post-transcriptional splicing/intron retention across cell lines (Supplementary Figure

4b) was consistent with the one initially observed (Figure 1b). When considering these subsets, we found

that protein-coding genes more frequently carry introns with differential timing of splicing across cell lines,

compared to non-coding genes (Figure 4b). On the other hand, when considering introns constitutively

classified as cs (Figure 4c) or ps (Figure 4d) (n cell lines ≥ 11, 12 or 13), we found the opposite trend, with

introns of non-coding genes less prone to changes in splicing time. Although these results do not directly

explain the differences in the timing of splicing observed among cell lines, they open the possibility that this

process may be more tightly regulated in the case of protein-coding RNAs, perhaps as a function of the

amount of mature transcripts available for translation.

Ongoing work

We are currently working on the implementation of different types of machine learning algorithms to classify

cs vs ps introns, taking into account patterns of epigenetic features and RBPs that characterize both the
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introns and their flanking exons. Within this framework, we are additionally integrating splicing QTLs, which

we have reported in a previous work to be preferentially located in ps introns (Garrido-Martı́n et al., 2020,

in press), as well as sequence-derived features (e.g. trinucleotide frequency).
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Figure 1. a: Heatmap representing the frequency at which the selected 73,064 non-redundant introns

(rows) are either not expressed, or classified in one of the four groups (artifact / unprocessed / co-t. / post-t.

spliced) across the 13 cell lines. K-means clustering of introns based on these frequencies highlights five

main clusters (from top to bottom): 1) introns that are either not expressed or cs (n = 10,925); 2) introns

that are not expressed in the majority of cell lines (n = 21,027); 3) introns that are constitutively ps (n =

12,751); 4) introns that are either cs or ps in roughly the same number of cell lines (n = 11,563); 5) introns

that are constitutively cs (n = 16,798). b: Stacked barplot depicting the proportion of cs, ps, artifactually

spliced and unprocessed introns in the 13 cell lines. c: Example of an intron within gene CC2D1A that

is constitutively cs (RNA-seq uniquely mapped reads in nucleus and cytosol displayed on the left and

on the right, respectively; chr19:13,900,786-13,930,701). d: Example of an intron within gene LARP4B

that is constitutively ps (chr10:832,426-855,618). e: Distributions of intron size, transcript size, number of

exons per transcript and transcript expression levels. f: Gene Ontology enriched terms for genes hosting

constitutive cs and ps introns.
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Figure 2. a: Barplot depicting the proportion of cs and ps introns in HepG2 and K562 cell lines that

display eCLIP peaks. Only the 73 RBPs profiled with eCLIP in both cell lines are represented. b: Analogous

representation for the exons flanking cs and ps introns.
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Figure 3. a: Barplot depicting the proportion of cs and ps introns that display peaks of histone modifica-

tions. Three cell lines were excluded from the analysis because of the absence of ChIP-seq experiments.

b: Heatmaps representing histone modifications significantly enriched in groups of ps and unprocessed

introns. We pairwise compared the frequency of a given histone mark among groups of cs vs ps (c/p), cs

vs unprocessed (c/u), or ps vs unprocessed (p/u) introns (two-sided Fisher’s exact test, p-value < 0.01,

odds-ratio < 0.56 or odds-ratio > 1.8). Significant enrichment in a group of introns is color-coded. Absence

of significant enrichment is shown in gray. Unavailable (NA) ChIP-seq experiments are shown in white.
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Figure 4. a: Genes whose expression profile across the 13 cell lines (either in the nuclear or cy-

tosolic fractions) is significantly positively correlated (FDR < 0.1, Spearman’s ρ > 0.7) with the rate of

co-transcriptional splicing. b: Proportion of non-coding (NC) and protein-coding (PC) genes containing at

least one intron switching from co-transcriptional to post-transcriptional splicing or intron retention in in-

creasing numbers (3-6) of cell lines. c: Proportion of non-coding and protein-coding genes containing at

least one intron constitutively ps or unprocessed. d: Analogous representation for genes containing introns

constitutively cs.
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Supplementary Figure 1. a: Summary of the definition of co-transcriptionally spliced,

post-transcriptionally spliced, artifactually spliced and unprocessed introns according to their splicing status

in the nucleus and cytosol. b: Splice junction RNA-seq reads detected by IPSA that support either splicing

incompletion (d and e; red) or completion (a, b, c; blue). c: Schematic representation of the types of introns

excluded from the analysis to avoid confounding effects due to alternative splicing events. d: [right side] For

each intron we used the depicted contingency table to perform Fisher’s exact test, in order to assess the

differential proportions of reads supporting splicing completion between the nuclear and cytoplasmic com-

partments. FDR correction was applied exclusively on the selected set of 73,064 non-redundant introns

(i.e. same chromosome, start, end, strand). [left side] Among the introns that display significantly different

proportions of splicing completion reads between the two compartments (FDR < 0.05), we distinguished

between those that are post-transcriptionally (odds-ratio < 1) and artifactually (odds-ratio > 1) spliced.

Those introns that are not differentially spliced between the nuclear and cytosolic compartments (FDR ≥
0.05) were classified as either co-transcriptionally spliced (Rnuc < 0.3 AND Rcyt < 0.3) or unprocessed

(Rnuc ≥ 0.3 OR Rcyt ≥ 0.3), with R = (e+d)/((a+b+c)*2). e: Distribution of number of reads supporting splic-

ing incompletion and completion in the two cellular fractions for the four groups of introns. f: Distributions

of cosit values in nucleus and cytosol for the four groups of introns (cosit = 0: absence of splicing; cosit =

1; complete splicing). g: Distributions of splice donor and acceptor sites strength, as well as GC content,

for constitutive cs and ps introns.
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Supplementary Figure 2. a: Heatmaps representing RBPs significantly enriched in groups of ps and

unprocessed introns in HepG2 and K562 cell lines. We pairwise compared the binding frequency of a given

RBP between groups of cs vs ps (c/p), cs vs unprocessed (c/u), or ps vs unprocessed (p/u) introns (two-

sided Fisher’s exact test, p-value < 0.01, odds-ratio < 0.56 or odds-ratio > 1.8). Significant enrichment in a

given group of introns is color-coded. We highlighted in red the RBPs that, consistently in the two cell lines,

are significantly more bound to both ps and unprocessed introns, and in orange those RBPs enriched only

in ps introns. Lack of significantly different binding is shown in gray.
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Supplementary Figure 3. a: Barplot depicting the proportion of cs and ps introns that display TFs’

peaks. We focused on the five cell lines more extensively characterized by ENCODE ChIP-seq exper-

iments, and reported TFs profiled in at least two cell lines. b: Analogous representation for chromatin

modifiers.
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Supplementary Figure 4. a: Distributions of mean and maximum expression levels for the sets of

uniquely non-coding (NC) and uniquely protein-coding (PC) genes. b: Barplot reporting, for subsets of

introns switching classification in increasing numbers of cell lines, the proportion of ps/unprocessed introns

found within each cell line. For instance, in the first barplot (“3 cell lines”) we are considering introns that

are classified as cs in at least 3 cell lines, and as ps/unprocess in at least 3 other cell lines. We observe

that the amount of delayed/absent splicing (ps/unprocessed) across cell lines is consistent with the general

trend initially observed with the entire set of introns.
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DISCUSSION

This thesis work initially focused on understanding the interplay be-
tween gene expression and histone marks over time, by analyzing
a rich set of transcriptomic and chromatin maps generated during
a controlled transdifferentiation process, as depicted in Chapter 1.
In addition to the extensive data resource, we believe that our find-
ings uncover some general principles that govern the relationship be-
tween histone marks and gene expression, integrating the diverse
and apparently contradictory observations in the field. Although they
lack a causal role on gene expression, histone marks correlate with
certain biochemical activities, and their genomic enrichment can help
identify loci with potential regulatory functions. With this perspec-
tive, in Chapter 2 we moved from a time-oriented to a space-oriented
analysis of the epigenome, and investigated the genomic location of
distal regulatory elements in developmental and adult tissues. Fur-
thermore, the observation that histone marks are deposited after de
novo gene activation motivated us to assess their contribution to the
timing of RNA processing events, extending the analysis of the tran-
scriptome not only to different cell types but also to distinct subcel-
lular compartments (Chapter 3). Altogether, this work represents a
valuable contribution to understanding how chromatin features relate
to the transcriptome that we measure in a population of cells.

Time-resolved studies are key to understand the
interplay between gene expression and chro-
matin

As described in the introductory section, there is evidence of multi-
ple and sometimes contradictory ways in which expression and chro-
matin relate to each other. This is likely due to the limited number of
available time-resolved studies that allow to assess how transcription
and epigenetic features change in response to stimuli or develop-
mental cues. Because of this, in the first chapter of the thesis we
take advantage of a rich data resource generated in our lab during
the transdifferentiation of pre-B cells into macrophages. This trans-
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differentiation model is characterized by widespread transcriptomic
changes (Rapino et al., 2013), which make it a suitable system to
investigate how closely gene expression is coupled with epigenetic
features.

Before commenting upon some of the findings of this work which, for
space constraints, were not deeply addressed in the discussion of
the manuscript, I would like to spend a few words on the methodol-
ogy that we have applied to generate matrices of histone modifica-
tions’ signals. This has been a challenging part of the study, mainly
because of the lack of a well established protocol to assign signals of
histone modifications to a gene, as it instead exists for gene expres-
sion. What hinders the task is the fact that the distribution of the sig-
nal around the promoter or over the gene body varies among histone
marks and sometimes also across genes, making it difficult to ana-
lyze maps of several histone modifications in a systematic and homo-
geneous way across multiple conditions. We hope that the methodol-
ogy that we employ – which browses through all annotated TSSs of a
gene, combines discrete regions (peaks) with continuous pile-up sig-
nals, and applies a joint normalization on time-points and replicates
– may foster the debate about the topic and help the epigenomics
field establish a consensus pipeline.

Our analyses first attempted to solve the gap between steady-state
and time-series studies. In fact, at individual time-points we ob-
served strong, genome-wide correlated patterns between expres-
sion and canonical active histone marks, while at the level of indi-
vidual genes the degree of correlation between expression and a
given mark is substantially lower. Because time-course correlations
cannot be computed for silent genes, we reasoned that these and
the genes stably expressed during transdifferentiation, which tend to
be constitutively void of histone modifications and marked, respec-
tively (Pervouchine et al., 2015), may account for this discrepancy,
as well as for the high steady-state correlations obtained upon ran-
domization of ChIP-seq data. Indeed, after removing these two sets
of genes we found that the steady-state and time-course correlation
measurements give more consistent results, suggesting that corre-
lation analyses can lead to very different results depending on the
subsets of genes considered (i.e. silent, stably expressed or differ-
entially expressed – DE). This first set of analyses also uncovered
two unexpected findings. First, while weakly negative in steady-state
conditions (which include silent genes), the degree of correlation be-
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tween expression and H3K9me3 becomes positive when measured
over time and taking into account expressed genes. Until very re-
cently, there was only one evidence (in cancer cells) of deposition of
H3K9me3 at promoter regions associated with active gene expres-
sion (Wiencke et al., 2008). This year, one paper reported that this
modification at promoters is actually compatible with gene expres-
sion in early mouse development, while associated with repressed
expression at later stages of development (Burton et al., 2020). This
indeed supports our results of a dual behavior of H3K9me3. Sec-
ond, of all canonically active histone marks, H4K20me1 is perhaps
the least profiled one in epigenomic studies, and it is not included
in the set of histone modifications recommended by the International
Human Epigenome Consortium (IHEC). In our analyses, a lower pro-
portion of expressed genes are actually marked by H4K20me1 (83%
vs 99% averaged over the other six active modifications), but we in-
deed observed that H4K20me1 is the mark characterized by the high-
est correlation with gene expression over time, which suggests that
it may be a candidate epigenetic feature to monitor in other experi-
ments.

A novelty of this study is that, for the first time to our knowledge, the
epigenomic data have been segmented longitudinally over the time
of the process, and not along the genome sequence as previously
done (Ernst and Kellis, 2012, Hoffman et al., 2012, Song and Chen,
2015, Zhang et al., 2016, Zhang and Hardison, 2017). Indeed, the
sequence of time-points represents a natural way to accommodate
the transitions modeled by HMMs, and at the same time allows to
summarize the combinations of histone marks found both around the
promoter and over the body of the gene. The chromatin states that
we have identified represent the limited number of histone modifica-
tions that characterize human genes during transdifferentiation. An
interesting observation is that the most dramatic changes in expres-
sion are observed for genes transitioning from low to active mark-
ing states, while genes displaying incremental deposition of histone
marks (i.e. switch from active to strong marking state) are more nu-
merous but show comparatively lower fold-changes. This provided a
first hint that the mechanisms behind histone marks’ deposition may
vary depending on the level of activation of the gene. Another less
disclosed observation here is that a number of stably expressed and
silent genes actually change chromatin state during the process, a
result that was further supported by the analysis of individual marks.
The magnitude of these changes is, in some cases, comparable to,
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or even larger than the one observed for DE genes. While in the
case of stably expressed genes we observed mostly changes in ly-
sine acetylation, silent genes mainly show variations in H3K4me1
and H3K4me2. GO term analysis (data not shown for space con-
straints) revealed that these genes are enriched in functions related
to development and differentiation, and further analysis is required to
rule out that their promoters are involved in distal enhancer activity.

HMMs are suitable to summarize the epigenetic status of genes, and
in our case suggested a rather coordinated mechanism of chromatin
marking that limits all possible combinations of histone marks (29 =
512) to a few ones. Nevertheless, these combinations and the sig-
nal of the corresponding marks are an averaged measure across
all genes. Therefore, they do not inform as to the contributions of
each histone modification to the state transitions observed in individ-
ual genes, which are characterized by distinct levels and moments
of activation, and perform different functions. For this reason, and
motivated by the need to relate changes in chromatin to changes in
expression, we clustered the genes based on their chromatin mark-
ing status and its relationship with gene expression, taking into ac-
count the behaviors of individual marks. This strategy highlighted
three main modes of association of chromatin marks and gene ex-
pression, which actually resume the different and sometimes contra-
dictory observations reported in the literature: besides the expected
positive correlation, we report changes in gene expression either un-
coupled from or in the absence of marking. One of the key points
of this study is that for the first time we are able to interpret these
distinct modes of regulation in a general framework that relates the
expression life and function of a gene to its chromatin status. In this
sense, housekeeping and cell type- (in our case macrophage-) spe-
cific genes, characterized by uncoupled, and absent or correlated
marking, respectively, represent the two end points of this timeline.
At the initial stage of activation, genes are characterized by a strong
association between expression and histone marks, which is lost as
we monitor genes in more advanced activation stages. These lat-
ter genes still undergo dramatic changes in expression but keep a
rather stable epigenetic status, that we speculatively attribute to a
saturation of modified lysine residues. Within this general framework
we also assess the order in which histone marks are deposited with
respect to expression. In doing so, we demonstrate that the strong
correlation at the initial stage of activation is not due to histone modi-
fications being instructive for transcription. In fact, with the exception
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of H3K4me1 and H3K4me2, all other marks increase concomitantly
or more frequently after gene expression. Thus, we basically reca-
pitulate in the same cellular model interspersed findings about the
lack of causality of some histone marks (Dorighi et al., 2017, Douillet
et al., 2020, Rickels et al., 2017, Zhang et al., 2020), while extend-
ing these findings also to four additional modifications. This order of
events in chromatin marking also sheds some light on the lately de-
posited gene body marks, in particular H4K20me1. Furthermore, we
observe that at later stages of the up-regulation process, increases
in expression and histone marks are more frequently concomitant.
While it is tempting to think of a progressive synchronization of these
two processes over time, we also acknowledge that the last points
monitored during transdifferentiation are more distant, and therefore
we cannot rule out a lack of time resolution.

Tissue-specific regulatory activity accumulates
in introns

In the second chapter, we leveraged the ENCODE registry of cCREs
(Abascal et al., 2020) to investigate the genomic location of distal
regulatory elements in adult and developmental human samples. We
initially observed that highly shared cCREs that display enhancer-like
signatures (ELSs) are more frequently located in intergenic regions,
compared to ELSs active in a smaller number of samples. We thus
set out to identify groups of tissue-specific and common ELSs, by
focusing on a curated subset of samples (iPSCs, fibro/myoblasts,
blood, muscle and brain cell types) that form discrete multidimen-
sional and hierarchical clusters. We validated our initial observa-
tion, by showing that common and tissue-specific ELSs are more
frequently found in intergenic and intronic sequences, respectively.
Remarkably, we reported that the proportion of intronic ELSs specific
to a given cluster of samples correlates with the level of specialization
of the corresponding tissue. This suggests that less differentiated or
specialized cell types show a more balanced distribution of regulatory
elements between intergenic and intronic regions.

By integrating these analyses with the GTEx (Aguet et al., 2017)
catalog of expression QTLs (eQTLs), we made two key findings.
First, up to roughly 20% of tissue-specific intronic enhancers contain
eQTLs detected in the same tissue (eQTL-ELSs). Second, espe-
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cially in brain and muscle, these eQTLs are associated with genes
that perform tissue-specific functions, which is not the case for the
genes targeted by intergenic eQTL-ELSs. Nevertheless, only in ap-
proximately 50% of the cases the target genes are the same that
host the tissue-specific eQTL-ELSs. This piece of information brings
in the hypothesis that the tissue-specificity of intronic regulatory ac-
tivity is not only required to target the expression of the host gene.
Moreover, while host genes perform tissue-specific functions, non-
host genes are instead associated with mechanisms implicated in
the homeostasis of the tissue, such as alternative splicing in neu-
ral cell types (Vuong et al., 2016). One property that characterizes
ESCs is indeed their more accessible epigenetic landscape, which
is progressively lost during differentiation. In this perspective, and
because no differences in TF binding sites are observed between
tissue-specific intergenic and intronic enhancers, we can speculate
that intronic regulatory activity is an advantageous mechanism de-
veloped by specialized tissues. In other words, in differentiated tis-
sues the regulatory activity may concentrate in a limited number of
chromatin hubs, which can overlap with introns of key tissue-specific
genes and orchestrate the expression of regulators of tissue home-
ostasis via long-range interactions. This strategy may discourage,
on one side, investing an unnecessary amount of energy in ubiqui-
tous chromatin remodeling, and on the other side avoid leaky ex-
pression in tissues in which a core set of tissue-specific genes is not
expressed. In line with these findings, we observe a similar trend of
intronic ELSs specific to more differentiated embryonic tissues, com-
pared to enhancers shared among embryonic samples or specific to
ESCs.

The timing of splicing is tightly regulated across
cell states

In Chapter 3, we analyzed ENCODE (Davis et al., 2018, Dunham
et al., 2012) fractional RNA-seq, eCLIP and ChIP-seq datasets to
explore the regulation of splicing time across a panel of 13 cell lines.
More precisely, we took advantage of the spatial constraint between
nucleus and cytosol as a proxy to study differences in splicing com-
pletion for more than 70,000 introns annotated in the human genome.
Thus, we classified introns expressed in each cell line as co- or post-
transcriptionally spliced (cs and ps, respectively), unprocessed (i.e.
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retained) or artifactually spliced (i.e. spliced at higher rates in the
nucleus than in the cytosol).

Although widespread co-transcriptional splicing has been previously
reported, one of our findings is that there is strong variation in the tim-
ing of splicing among cell lines, which range from predominant (MCF-
7: 59%) to limited (SK-MEL-5, SK-N-DZ: 15%) post-transcriptional
splicing. One could argue that the multiple testing correction bur-
den may affect the detection of introns differentially spliced between
the two compartments. In other words, cell lines characterized by
a higher amount of expressed introns would show higher frequency
of co-transcriptional splicing, and the other way around. Neverthe-
less, we observed negative correlation between the proportion of co-
transcriptionally spliced introns and the number of expressed introns
(data not shown), which rules out technical artifacts. Instead, these
differences in splicing time seem to moderately reflect the germ layer
of origin of cells. For instance, mesoderm-derived cell lines – such
as GM12878, K562 and endothelial cells – show a prevalence of
post-transcriptional splicing, whereas ectoderm-derived cell lines –
like keratinocytes, SK-MEL-5 and SK-N-DZ – are characterized by
the highest rates of co-transcriptional splicing. IMR-90, A549 and
HepG2, which are of endodermal origin, display intermediate pro-
files. Nevertheless, exceptions to this pattern are represented by
MCF-7 and SK-N-SH (ectodermal) and HT1080 (mesodermal).

We reported a number of features that distinguish ps introns from cs
introns, including smaller intron and transcript size, higher transcript
expression and GC content, and weaker acceptor splice sites. We
also found that genes containing ps introns are often involved in RNA
processing, in line with previously reported mechanisms of splicing
autoregulation (Pervouchine et al., 2019). Of note, the expression of
genes associated with functions related to amino-acid transport posi-
tively correlates with the rate of co-transcriptional splicing across cell
lines. In addition, introns of protein-coding genes switch from co-
transcriptional to post-transcriptional splicing/intron retention more
frequently than those belonging to non-coding genes. Overall, we
may speculate that some feedback mechanisms related to transla-
tion could regulate the timing of splicing events.

A growing body of evidence points to a role of RNA-binding proteins
in splicing and other RNA processing events (Van Nostrand et al.,
2020). Indeed, we found that RBPs’ binding patterns markedly differ
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between introns and their flanking exons, and that a number of RBPs
involved in RNA processing functions other than splicing bind to both
ps and unprocessed introns. On the other hand, four members of the
spliceosome machinery (RBM22, SF3B4, AQR and PRPF8) were
found enriched exclusively in ps introns. This is somehow expected,
given that ps introns are retained longer within the primary transcript
(Garrido-Martín et al., 2020, in press). Thus, one could conclude that
the lack of RBPs peaks on cs introns is mostly due to their quick ex-
cision from the transcript. Nonetheless, we have observed enriched
binding of these factors to ps introns even when selecting subsets
of ps and cs introns with comparable RNA-seq coverage in the nu-
clear fraction (data not shown). This suggests that the increased
binding frequency of these four factors – which are involved in the
formation of subsequent splicing complexes – may not merely be the
consequence of a protracted presence of ps introns within the tran-
script. Instead, their longer residence time on ps introns could be
interpreted as the cause of a delay in splicing completion.

Our sets of ps introns are, by construction, retained for a longer time
within the transcript, most probably after the polyadenylation step,
given that we are using polyA+ RNA-seq experiments. This is actu-
ally in agreement with studies of splicing and 3’ end cleavage and
polyadenylation kinetics, which highlight the presence of a popula-
tion of not-fully spliced but already 3’ end mature transcripts in the
fraction of RNA attached to chromatin (Bhatt et al., 2012, Pandya-
Jones et al., 2013). Thus, our set of ps introns belong to transcripts,
many of which are likely to be still attached to chromatin. This moti-
vated us to investigate whether specific epigenetic features, such as
TFs, chromatin modifiers and histone marks, are associated with dif-
ferential timing of splicing. We found that a few histone modifications
are more abundant within introns than exons (H3K79me2, H3K4me1,
H4K20me1), and in some cell lines are associated with differences
in splicing time (H3K36me3 enriched in ps introns) and efficiency
(H3K4me1 and H3K36me3 enriched in unprocessed and spliced
introns, respectively). We are currently validating the importance
of these features and of the above-mentioned RBPs with machine
learning classifiers trained to discriminate between co-transcriptional
and post-transcriptional splicing.
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CONCLUSIONS

The work presented in this thesis investigates the role of epige-
netic marks in transcriptional regulation, by analyzing the interplay
between gene expression and histone modifications over time and
across different cellular conditions.

Here is a summary of the main contributions of this thesis:

• We have monitored the transcriptome by RNA-seq, and the
epigenome by ChIP-seq of nine histone modifications, at twelve
time points during the induced transdifferentiation of human
pre-B cells into macrophages.

• Analysis of these data reveals that:

– A limited number of combinations of histone modifications
define the major chromatin states marking human genes.

– Genes tend to remain in the same chromatin state
throughout transdifferentiation, irrespective of changes in
gene expression.

– A substantial amount of chromatin changes are not ac-
companied by changes in gene expression, and therefore
the contribution of epigenetic modifications to cell state
transition cannot be fully recapitulated by transcriptomic
profiles.

– There is a positive association between gene expression
and histone marks only at the time of initial gene activa-
tion.

– At this time, gene activation is preceded by deposition of
H3K4me1 and H3K4me2, and followed by other canoni-
cally active histone modifications.

– Subsequent changes in gene expression, comparable or
even stronger than those at initial gene activation, are un-
coupled from chromatin changes.

• We have analyzed the location of distal regulatory elements in
the human genome, and its relationship with widespread and
tissue-specific gene expression patterns.
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• Specifically, we report that:

– Highly shared regulatory elements are mostly intergenic,
while those specific to a given tissue tend to accumulate
in introns.

– Intronic regulatory elements target genes involved in
tissue-specific functions and homeostasis.

– The prevalence of intronic regulatory elements correlates
with the degree of specialization of the tissue.

• We have analyzed the timing of splicing across a panel of hu-
man cell lines, and investigated patterns of RNA-binding pro-
teins and epigenetic features related to this phenomenon.

• Specifically, we report that:

– The proportion of introns undergoing post-transcriptional
splicing dramatically varies across cellular conditions.

– There are sets of introns characterized by constrained tim-
ing of splicing (either co- or post-transcriptional) across
multiple conditions.

– There is a subset of introns that switch from co-
transcriptional to post-transcriptional splicing, and more
often belong to protein-coding genes.

– Components of the spliceosome machinery selectively
bind to post-transcriptionally spliced introns.
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